
ISTANBUL TECHNICAL UNIVERSITY ⋆ GRADUATE SCHOOL

FOG COMPUTING ARCHITECTURE
FOR E-TEXTILE APPLICATIONS

Ph.D. THESIS

Kadir ÖZLEM

Department of Computer Engineering

Computer Engineering Programme

DECEMBER 2024





ISTANBUL TECHNICAL UNIVERSITY ⋆ GRADUATE SCHOOL

FOG COMPUTING ARCHITECTURE
FOR E-TEXTILE APPLICATIONS

Ph.D. THESIS

Kadir ÖZLEM
(504182521)

Department of Computer Engineering

Computer Engineering Programme

Thesis Advisor: Assoc. Prof. Dr. Gökhan İNCE
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DOKTORA TEZİ
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FOG COMPUTING ARCHITECTURE
FOR E-TEXTILE APPLICATIONS

SUMMARY

Textile products are present in almost every aspect of human life. With the introduction
of electronic textiles, textile products have become capable of converting various
physiological and environmental stimuli into electrical signals, many of which are of
vital importance to humans. Therefore, these products require real-time (low-latency)
and robust computing systems. However, due to comfort considerations, they cannot
accommodate powerful computing resources.

In this thesis study, a novel Fog computing-based framework for Electronic Textiles
(FogETex) is proposed to meet the needs of e-textile applications. FogETex is a
Platform-as-a-Service (PaaS) model that is cross-platform supported, scalable, and
operates in real-time. This framework encompasses end-to-end integration of the
system including Textile-based Internet of Things (T-IoT) devices, fog devices, and
the cloud.

The FogETex framework consists of a three-layer architecture: the edge layer, the fog
layer, and the cloud layer. The edge layer includes T-IoT devices that collect data
from e-textile sensors and transmit it to the gateway device. Gateways are typically
mobile phones that users carry in their daily lives. These devices are responsible for
forwarding the collected data to the fog layer and visualizing the processed data. If the
T-IoT device is equipped with its own Wi-Fi or LTE module, it can directly transmit
data to the fog layer without requiring a gateway device.

The second layer includes broker and worker devices. The worker device is responsible
for handling incoming computational requests, while the broker device manages the
fog node. The broker monitors resource utilization data sent in real time by the worker
devices at regular intervals to determine if any devices are overloaded. Based on
resource usage, the broker assigns the most suitable worker device when a new user
connects to the fog node. For security reasons, only the broker device within the fog
node has a connection to devices on the Wide Area Network (WAN). As a result, in
outdoor applications, data is transferred to the worker devices via the broker. In this
setup, the broker acts as a proxy between the worker devices and the users.

The third and top layer is the cloud. The cloud device assigns users to an
appropriate fog node based on availability information provided by the broker.
While the cloud determines the suitable fog node, it does not interfere with the
worker assignments within the fog node itself. This structure ensures decentralized
management. Even if one node fails, the others can continue performing their
tasks independently. Additionally, the cloud and broker devices, besides managing
their primary responsibilities, are also capable of providing computational services.
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Therefore, during system overloads, these devices can step in to serve users, ensuring
continued functionality.

Since e-textile sensors generate time-series data and many sensors collect tens of data
points per second, communication between the gateway device and the worker device
is established using a WebSocket structure. This approach eliminates the need to
repeatedly establish connections for every data transmission, enabling asynchronous
and bidirectional data flow. On the other hand, operations such as device allocation
requests made by the user to the cloud or broker are one-time processes and are
managed via a RESTful API developed specifically for this purpose. Additionally, each
device is equipped with a user interface that allows system administrators to monitor
the status of the devices. This data can be utilized to make decisions about provisioning
additional devices for overloaded fog nodes, ensuring optimal system performance.

To bring this thesis to fruition and understand the nature of the e-textile applications,
a variety of applications were developed using electronic textiles in areas such as
gait phase detection and hand motion recognition. On the other hand, to ensure
that the developed framework functions as a comprehensive end-to-end system rather
than a data processing platform, research was also conducted in textile-based soft
robotics, another domain of smart textiles. These efforts include exoskeleton gloves
for individuals with muscle weakness. Selected case scenarios from these applications
were used to test the FogETex system.

For the first application of the proposed framework, a deep learning-based gait phase
analysis application using textile-based capacitive sensors is employed. In this case
study, knee movements were captured using a textile-based capacitive sensor placed
on the test subject’s knee. The sensor data was converted into gait phases using a deep
learning-based machine learning method. In the next stage, these gait phase data are
intended to be used as control signals for the artificial muscle actuator developed for
foot drop treatment.

FogETex was evaluated in terms of time characteristics, resource usage, and network
bandwidth usage using a mock client to determine the ideal system performance and
an actual client to conduct real-world tests. All these tests were repeated on worker,
broker, and cloud devices to validate indoor applications. Additionally, for outdoor
applications, tests were conducted by connecting worker and cloud devices through
WAN. The broker device acted as a proxy between the worker device and the user in
this test. The fog devices outperformed the cloud system in these metrics.

In this case scenario, the performance of the FogETex framework was analyzed across
different devices in applications with a single sensor. Additionally, a stress test was
conducted to evaluate the framework’s capability to handle multiple users. It was found
that worker devices could serve up to 6 users, broker devices up to 18, and the cloud
up to 14 users. The system demonstrated superior performance when three or more
worker devices were employed compared to other configurations. Considering rental
and device costs, the worker devices were deemed more cost-effective in terms of
performance. Lastly, the FogETex framework was compared with other systems in the
literature that could serve as competitors and are widely used in various studies. The
comparison revealed that FogETex outperformed its counterparts in metrics such as
latency, execution time, response time, and operational frequency.
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To demonstrate the versatile applicability of the proposed FogETex framework further,
a cloud-based remote manipulation system was developed, integrating e-textiles and
textile-based soft robotic systems. The objective of this research is to combine a
textile-based sensorized glove with an air-driven soft robotic glove, operated wirelessly
using the developed control system architecture. The sensing glove equipped with
capacitive sensors on each finger captures the movements of the medical staff’s hand.
Meanwhile, the pneumatic rehabilitation glove designed to aid patients affected by
impaired hand function due to stroke, brain injury, or spinal cord injury replicates
the movements of the medical personnel. The proposed artificial intelligence-based
system detects finger gestures and actuates the pneumatic system, responding within
an average response time of 48.4 ms. The evaluation of the system further in terms
of accuracy and transmission quality metrics verifies the feasibility of the proposed
system integrating textile gloves into IoT infrastructure, enabling remote motion
sensing and actuation. In addition, the system was tested using various concurrency
and inter-process communication methods. The system was also tested with multiple
worker devices. It was observed that the system could serve up to 10 devices with 1
worker, up to 22 devices with 2 workers, up to 26 devices with 3 workers, and up to 23
devices with the cloud system.

On the other hand, this research also tested the FogETex system in multi-sensor
e-textile applications. Models developed using various machine learning methods were
introduced to the system as different applications, demonstrating that the framework
can run multiple applications simultaneously. Although the framework was designed
as a fog computing architecture, it can also operate exclusively as a cloud or edge
computing system. In this study, it was confirmed that the framework can function
effectively even without fog devices. Furthermore, the developed system successfully
integrated e-textiles and soft robotics, proving its capability to operate as a complete
end-to-end solution.

The results from both applications demonstrated that the FogETex framework operates
in real-time and with robust performance. While the primary goal of the FogETex
system is to be utilized in e-textile applications, it can also process signals generated by
e-textiles to control textile-based soft robotic structures. Thus, it serves as a framework
that encompasses both e-textiles and soft robotics domains. Besides being developed
primarily for electronic textile applications, FogETex framework can accommodate
other IoT devices as well.
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E-TEKSTİL UYGULAMALARI İÇİN
SİS BİLİŞ̧İM MİMARİSİ

ÖZET

Tekstil ürünleri, insan yaşamının hemen her alanında yer almaktadır. Elektronik
tekstillerin ortaya çıkışıyla birlikte, tekstil ürünleri çeşitli fizyolojik ve çevresel
uyarıları elektrik sinyallerine dönüştürme yeteneğine kavuşmuştur ve bunların birçoğu
insanlar için hayati öneme sahiptir. Bu nedenle, bu ürünlerin gerçek zamanlı (düşük
gecikmeli) ve sağlam bilgi işlem sistemlerine ihtiyaçları vardır. Ancak, konfor
gereklilikleri nedeniyle güçlü bilgi işlem kaynaklarına yer verilememektedir.

Bu tez çalışmasında, e-tekstil uygulamalarının ihtiyaçlarını karşılamak için yeni bir
sis bilişim tabanlı çerçeve (FogETex) önerilmiştir. FogETex, platformlar arası destek
sunan, ölçeklenebilir ve gerçek zamanlı çalışan bir Hizmet Olarak Platform (PaaS)
modelidir. Bu çerçeve, Tekstil tabanlı Nesnelerin İnterneti (T-IoT) cihazları, sis
cihazları ve bulut dahil olmak üzere sistemin uçtan uca entegrasyonunu kapsamaktadır.

FogETex çerçevesi, uç katman, sis katmanı ve bulut katmanı olmak üzere üç katmanlı
bir mimariden oluşmaktadır. Uç katman, e-tekstil sensörlerinden veri toplayan ve
bu verileri ağ geçidi cihazına ileten T-IoT cihazlarını içerir. Ağ geçitleri genellikle
kullanıcıların günlük yaşamlarında taşıdığı mobil telefonlardan oluşmaktadır. Bu
cihazlar, toplanan verileri sis katmanına iletmek ve işlenen verileri görselleştirmekle
sorumludur. Eğer T-IoT cihazı kendi Wi-Fi veya LTE modülüne sahipse, bir ağ geçidi
cihazına ihtiyaç duymadan verileri doğrudan sis katmanına iletebilir.

İkinci katman, aracı (broker) ve işçi (worker) cihazlarını içerir. İşçi cihazı, gelen
işlem taleplerini yönetmekten sorumluyken, aracı cihaz sis düğümünü yönetir. Aracı,
işçi cihazları tarafından düzenli aralıklarla gerçek zamanlı olarak gönderilen kaynak
kullanımı verilerini izler ve herhangi bir cihazın aşırı yüklenip yüklenmediğini belirler.
Kaynak kullanımına bağlı olarak, yeni bir kullanıcı sis düğümüne bağlandığında, aracı
en uygun işçi cihazını atar. Güvenlik nedenleriyle, sis düğümü içinde yalnızca aracı
cihazın Geniş Alan Ağı’ndaki (WAN) cihazlarla bağlantısı bulunur. Bu nedenle, dış
mekan uygulamalarında veriler aracı cihaz aracılığıyla işçi cihazlarına aktarılır. Bu
yapıda, aracı, işçi cihazları ile kullanıcılar arasında bir vekil (proxy) görevi görür.

Üçüncü ve en üst katman, buluttur. Bulut cihazı, aracının sağladığı kullanılabilirlik
bilgilerine dayalı olarak kullanıcıları uygun bir sis düğümüne atar. Bulut, uygun sis
düğümünü belirlerken, sis düğümündeki işçi atamalarına müdahale etmez. Bu yapı,
merkeziyetsiz bir yönetim sağlar. Bir düğüm arızalansa bile, diğer düğümler bağımsız
olarak görevlerini yerine getirmeye devam edebilir. Ayrıca, bulut ve aracı cihazları,
birincil sorumlulukları olan yönetimin yanı sıra, işlem hizmetleri sağlama kapasitesine
de sahiptir. Bu nedenle, sistem aşırı yük altında olduğunda, bu cihazlar kullanıcıları
hizmet vermek için devreye girebilir ve işlevselliğin devamını sağlar.
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E-tekstil sensörleri zaman serisi verisi ürettiği ve birçok sensör saniyede onlarca veri
noktası topladığı için, ağ geçidi cihazı ile işçi cihazı arasındaki iletişim WebSocket
yapısı kullanılarak kurulmuştur. Bu yaklaşım, her veri iletimi için bağlantıların
tekrar tekrar kurulmasına gerek kalmadan, asenkron ve iki yönlü veri akışını
mümkün kılar. Diğer taraftan, kullanıcının buluta veya aracıya yaptığı cihaz tahsis
talepleri gibi işlemler bir kerelik işlemler olup, bu amaçla özel olarak geliştirilen bir
RESTful API üzerinden yönetilmektedir. Ayrıca, her cihaz, sistem yöneticilerinin
cihazların durumunu izlemelerini sağlayan bir kullanıcı arayüzü ile donatılmıştır.
Bu veriler, aşırı yüklenmiş sis düğümleri için ek cihazların sağlanmasına yönelik
kararlar alınmasında kullanılabilmektedir ve sistem performansının optimal seviyede
tutulmasını sağlamaktadır.

Bu tezin hayata geçirilmesi ve e-tekstillerin doğasının anlaşılabilmesi için, adım fazı
tespiti ve el haraketi yakalama gibi alanlarda elektronik tekstiller kullanılarak çeşitli
uygulamalar geliştirilmiştir. Öte yandan, geliştirilen çerçevenin yalnızca bir veri
işleme platformu değil, kapsamlı bir uçtan uca sistem olarak işlev görmesini sağlamak
amacıyla, akıllı tekstillerin bir diğer alanı olan tekstil tabanlı yumuşak robotlar üzerine
de araştırmalar yapılmıştır. Bu çalışmalar, kas zayıflığı olan bireyler için dış iskelet
eldivenleri sistemlerini içermektedir. Bu uygulamalardan seçilen vaka senaryoları,
FogETex sistemini test etmek için kullanılmıştır.

Önerilen çerçevenin ilk uygulaması olarak, tekstil tabanlı kapasitif sensörler kullanarak
derin öğrenme tabanlı bir yürüme evresi analiz uygulaması kullanılmıştır. Bu
vaka çalışmasında, diz hareketleri, test konuğunun dizine yerleştirilen tekstil tabanlı
kapasitif bir sensör ile yakalanmıştır. Sensör verileri, derin öğrenme tabanlı bir makine
öğrenmesi yöntemi kullanılarak yürüme evrelerine dönüştürülmüştür. Bir sonraki
aşamada, bu yürüme evresi verilerinin, ayak düşüklüğü tedavisi için geliştirilen yapay
kas aktüatörü için kontrol sinyalleri olarak kullanılması planlanmaktadır.

FogETex, ideal sistem performansını belirlemek amacıyla bir sahte istemci
kullanılarak ve gerçek dünyadaki testleri yapmak için gerçek bir istemci kullanılarak,
zaman özellikleri, kaynak kullanımı ve ağ bant genişliği kullanımı açısından
değerlendirildi. Tüm bu testler, iç mekan uygulamaları için doğrulama yapmak
amacıyla işçi, aracı ve bulut cihazları üzerinde tekrarlanmıştır. Ayrıca, dış
mekan uygulamaları için işçi ve bulut cihazları WAN üzerinden bağlanarak testler
gerçekleştirilmiştir. Aracı cihaz, bu testte işçi cihazı ile kullanıcı arasında bir
vekil olarak görev yapmaktadır. Sis cihazları, bu metriklerde bulut sistemini geride
bırakmıştır.

Bu vaka senaryosunda, FogETex çerçevesinin performansı, tek bir sensörle yapılan
uygulamalarda farklı cihazlar arasında analiz edilmiştir. Ayrıca, çerçevenin birden
fazla kullanıcıyı yönetme kapasitesini değerlendirmek için bir stres testi yapılmıştır.
Yapılan testlerde, işçi cihazlarının 6 kullanıcıya kadar hizmet verebildiği, aracı
cihazlarının 18, bulut cihazlarının ise 14 kullanıcıya kadar hizmet verebildiği
bulunmuştur. Sistem, üç veya daha fazla işçi cihazı kullanıldığında, diğer
yapılandırmalara kıyasla üstün performans sergilemiştir. Kiralama ve cihaz maliyetleri
göz önünde bulundurulduğunda, işçi cihazlarının performans açısından daha maliyet
etkin olduğu değerlendirilmiştir. Son olarak, FogETex çerçevesi, literatürdeki diğer
sistemlerle karşılaştırılmış ve bu sistemlerin, çeşitli çalışmalarda yaygın olarak
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kullanılan rakipler olarak değerlendirildiği görülmüştür. Karşılaştırma, FogETex’in
gecikme, yürütme süresi, yanıt süresi ve işlem frekansı gibi metriklerde rakiplerini
geride bıraktığını ortaya koymuştur.

Önerilen FogETex çerçevesinin çok yönlü uygulanabilirliğini daha da göstermek
için e-tekstil ve tekstil tabanlı yumuşak robotik sistemlerin entegrasyonunu içeren
bulut tabanlı bir uzaktan manipülasyon sistemi geliştirilmiştir. Bu araştırmanın
amacı, geliştirilen kontrol sistemi mimarisi kullanılarak kablosuz olarak çalıştırılan,
tekstil tabanlı sensörlü bir eldiven ile hava tahrikli bir yumuşak robotik eldiveni
birleştirmektir. Her bir parmağa kapasitif sensörler yerleştirilmiş sensörlü eldiven,
tıbbi personelin el hareketlerini yakalar. Bu sırada, felç, beyin yaralanması veya
omurilik yaralanması nedeniyle el fonksiyonu bozulmuş hastalara yardımcı olmak
amacıyla tasarlanan pnömatik rehabilitasyon eldiveni, tıbbi personelin hareketlerini
taklit etmektedir. Önerilen yapay zeka tabanlı sistem, parmak jestlerini algılar
ve pnömatik sistemi harekete geçirir, ortalama yanıt süresi 48.4 ms içinde yanıt
vermektedir. Sistemin doğruluk ve iletim kalitesi metrikleri açısından yapılan
değerlendirme, tekstil eldivenlerinin IoT altyapısına entegrasyonunu ve uzaktan
hareket algılama ve aktüatörlük sağlama işlevselliğini doğrulamaktadır.

Öte yandan, bu araştırma, FogETex sistemini çoklu sensörlü e-tekstil uygulamalarında
da test edilmesini sağlamıştır. Farklı makine öğrenmesi yöntemleri kullanılarak
geliştirilen modeller, sistemi farklı uygulamalar olarak tanıtarak, çerçevenin birden
fazla uygulamayı aynı anda çalıştırabileceğini göstermiştir. Çerçeve, bir sis bilişim
mimarisi olarak tasarlanmış olsa da, yalnızca bir bulut veya uç bilişim sistemi olarak
da çalışabilmektedir. Bu çalışmada, çerçevenin sis cihazları olmadan da etkili bir
şekilde çalışabileceği doğrulanmıştır. Ayrıca, geliştirilen sistem, e-tekstil ve yumuşak
robotikleri başarıyla entegre ederek, tamamlayıcı bir uçtan uca çözüm olarak çalışma
kapasitesini kanıtlamıştır. Bunlara ek olarak sistem farklı eşzamanlılık ve prosesler
arası haberleşme methodları ile test edilmiştir. Sistem ek olarak, çoklu işçi cihazı ile
de test edilmiştir. Sistemin, 1 işçi cihazı ile 10, 2 işçi cihazı ile 22, 3 işçi cihazı ile 26
ve bulut sisteminde de 23 cihaza kadar hizmet verebildiği gözlemlenmiştir.

Her iki uygulamadan elde edilen sonuçlar, FogETex çerçevesinin gerçek zamanlı
çalıştığını ve sağlam bir performans sergilediğini göstermiştir. FogETex sisteminin
birincil amacı, e-tekstil uygulamalarında kullanılması olmakla birlikte, aynı zamanda
e-tekstiller tarafından üretilen sinyalleri işleyerek tekstil tabanlı yumuşak robotik
yapıları kontrol edebilmektedir. Böylece, hem e-tekstiller hem de yumuşak robotik
alanlarını kapsayan bir çerçeve olarak hizmet vermektedir. Başlangıçta elektronik
tekstil uygulamaları için geliştirilmiş olmasına rağmen, FogETex çerçevesi diğer IoT
cihazlarını da barındırabilmektedir.
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1. INTRODUCTION

Textile products hold a prominent role in the routine lives of individuals. From the

onset of the day, people engage with various textile materials, and this interaction

persists until they retire to bed at night. Notably, even during their sleep, individuals

remain in contact with textiles. The advent of electronic textiles (e-textiles) has

made it possible to transform these interactions into digital data, facilitating human

motion, gaming, pressure mapping, rehabilitation, healthcare, smart wearables, and

smart garments [1]. On the other hand, textile products can be operated as actuators by

integrating controlled deformation features into the fabric. In contrast to conventional

rigid sensors and actuators, e-textile products offer the advantages of being lightweight,

soft, breathable, and comfortable [2]. Furthermore, thanks to the significant advances

in mass production through centuries of textile development, the use of textile products

is expected to rise progressively. This advancement not only increases the production

capacity of electronic textile products but also amplifies their overall positive attributes,

thereby improving their potential.

The collaboration of individuals from different engineering and science fields within

electronic textiles technology has led to the emergence of various technologies

and products in sectors such as healthcare [3], aerospace [4], entertainment [5],

agriculture [6], and education among many others. The development of health-focused

products within the field of electronic textiles enables the collection of vital health

data, including ElectroCardioGram (ECG), ElectroMyoGram (EMG), and respiratory

information. Furthermore, the integration of pneumatic artificial muscle [7] and

exoskeleton actuators [8] into electronic textile technology aims to enhance the quality

of life for patients. Sensors within the garments worn by aerospace passengers

allow for sensing capabilities, additionally providing haptic feedback to the individual

wearing the suit [9]. In the realm of entertainment, there are diverse application

examples utilizing electronic textiles technology, including game controllers [10] and
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interactive education game mats [11]. In addition, the utilization of textile displays as

interactive interfaces improve activities such as sports, making them more enjoyable

and engaging [12]. In the field of agriculture, electronic textiles technology is used in

various applications, including monitoring chloride levels in the soil [13] and enabling

the gentle harvesting of sensitive fruits through the use of sensors [6]. In the domain

of education, there is a focus on enhancing learning experiences for preschool children

through the implementation of interactive educational methods [14].

The rapid expansion of electronic textile applications causes an increase in data and

processing load [15]. To deal with this processing load, it is essential to establish

appropriate architectural solutions. Electronic textile applications are expected to

operate in real-time, and the textile products in which sensors and actuators are

embedded often have low battery capacity due to comfort considerations. The energy

harvesting studies [16]–[18] within the domain of electronic textiles are potential

candidates for solving the battery problem in sensing electronic textile applications.

However, the amount of energy they can generate with current technology is not high

enough to power circuits, so they cannot yet offer a solution to this problem [19].

Efforts are made to prolong battery life by incorporating low-energy microcontrollers

in the electronic circuitry of textile products. However, tasks that demand high

processing power and energy, such as data processing and machine learning, should be

offloaded to dedicated computing architectures. Although traditional sensor-to-cloud

architectures are candidates for meeting needs due to their characteristics such as

scalability and high performance, they will not be suitable for electronic textile

applications due to factors such as intermittent delay, high bandwidth requirements,

and security concerns. Network issues or errors in the data center can lead to inaccurate

results, posing a risk to human safety, particularly in healthcare applications. Such

inaccuracies may potentially result in unintended injuries or adverse effects.

Fog computing systems are well-suited for electronic textile applications due to

their advantages. These systems offer real-time computation capabilities, enhanced

security measures, flexible placement options for computing units, reduced bandwidth

requirements, improved energy efficiency, support for the user or patient mobility,

and seamless integration with existing infrastructure [20]. As a result, fog computing
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systems provide an optimal choice for addressing the unique requirements of electronic

textile applications.

1.1 Purpose of the Thesis

In the literature on resource-constrained tiny IoT devices, rigid sensor structures are

often encountered. In contrast, electronic textile devices are flexible, with a primary

focus on comfort constraints. The flexibility and comfort provided by textile structures

also introduce challenges, including sensor-circuit connection issues, low resolution,

stability issues, cycle errors, and operational range limitations. Due to comfort

considerations, the data acquisition and transmission circuits need to contain as few

components as possible, to make them small and lightweight. Due to the vastness of

these challenges, many studies focus solely on individual components, such as sensors,

and remain at the proof-of-concept stage in laboratory settings without transitioning to

practical applications [1]. Furthermore, systems developed for e-textile applications

must inherently operate effectively in both indoor and outdoor environments, possess

low latency, facilitate real-time data processing, and maintain session information

along with time-series data processing. To our knowledge, there is currently no

framework in the literature that utilizes a fog computing architecture specifically

tailored for electronic textiles.

The primary aim of this thesis is not only to develop a fog computing framework

specialized for e-textile uses but also to create applications to test this framework.

It is essential to understand their characteristics to design a system tailored to the

nature of e-textile applications. For this purpose, various systems such as gait phase

recognition system and hand motion recognition system have been developed using

electronic textiles, making this one of the most significant objectives of the thesis.

Consequently, the framework has not been developed in a theoretical vacuum. While

the various applications reinforce the framework’s foundation, it aims to unify all these

efforts under a single umbrella.

While many studies focus on a specific problem area and provide solutions, they often

fail to translate into real-world applications. In this thesis, the goal is not merely to

process sensor data; rather, it is to utilize processed data for purposes that can simplify
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people’s lives. Textile structures are uniquely suited to soft robotics, as they can

directly interact with people and enable beneficial applications. Therefore, establishing

systems that process signals from e-textile sensors to control textile-based soft robotic

structures is also an objective of this thesis. Through this work, the goal is to realize

end-to-end systems where sensing, computing, and actuating function in unison. In

this way, as shown in Figure 1.1, focus area of the thesis is to develop human-centered

systems by integrating textile, health, electronics, and computer sciences.

Focus Area 
of the Thesis

Textiles Health

Electronics & 
Computer Science

E-Health

Medical 
Textiles

E-Textiles

Figure 1.1 : Focus area of the thesis.

1.2 Contribution of the Thesis

In this thesis, a fog computing framework is developed specifically tailored for

electronic textile applications. This framework consists of edge, fog, and cloud layers.

The edge layer is where data is generated from e-textile products. In the fog layer,

the worker device is responsible for processing the data produced in the edge layer,

while the broker manages the devices in the fog node. The cloud layer is responsible

for overseeing the entire architecture. The framework designed can be used for both

indoor and outdoor applications. Deep learning-based applications involve a high

amount of multiply and accumulate operations and memory access [21]. Therefore,

a deep learning-based gait phase recognition application using Textile-based Internet

of Things (T-IoT) device with capacitive strain sensor data was utilized to test

the performance of the developed framework under high computational load. The

framework was tested using various experimental scenarios in terms of its time
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performance, resource usage, and network bandwidth usage. In addition to these,

a system stress test and a performance comparison with a similar study were also

conducted.

The main contribution of this thesis to the literature is the development of a framework

specifically tailored for electronic textiles using a fog computing architecture. This

framework serves both indoor and outdoor clients in real-time with low response

times to meet the needs of e-textile applications. Additionally, the system retains

session information for processing time-series data, and data flows continuously. This

contribution is particularly relevant as it addresses the growing demand for efficient,

low-latency solutions in wearable technologies, an area where existing fog computing

frameworks often fall short in real-world, distributed environments. In contrast to

numerous fog computing frameworks, the team has developed all software components

involved in the framework, ranging from sensor acquisition to cloud infrastructure,

as well as the hardware of the T-IoT device. A typical use case, which utilizes a

deep learning-based model to process time series data generated from textile-based

sensors, has been applied within the framework to operate in real-time. One of the

most significant contributions of this thesis is the introduction of the T-IoT device

concept to the literature for the first time.

To develop a framework suitable for e-textiles, it is essential to thoroughly analyze

their characteristics. For this purpose, gait phase recognition and hand motion

recognition applications were developed using textile-based capacitive sensors. In

the gait phase recognition system, deep learning was utilized to track step phases

from single-sensor data. On the other hand, the hand motion recognition system

implemented a multi-sensor electronic textile application. Additionally, to gain a

broader perspective on e-textiles, a review paper focusing on security and privacy has

been prepared, contributing to the literature.

Strengthening the foundation of this thesis, a deep learning-based gait phase

recognition system [22], which involves high computational load, was chosen to

test the developed fog computing system. This application provided a basis for

conducting the necessary tests for e-textile applications. The test results confirmed
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that the developed framework can serve with low latency in both indoor and outdoor

applications. Through this thesis, a fog computing system tailored to the needs of

e-textile applications has been developed. Although the system is specifically focused

on e-textiles and fog computing, it is also adaptable to other sensor and computing

architectures.

Within the scope of this thesis, a telerehabilitation application has been developed

using a sensing T-IoT glove and an actuating T-IoT glove to save time for patients and

medical staff. This application enabled the holistic testing of the developed framework,

encompassing both sensing and actuating functionalities. Implemented on the cloud to

overcome distance limitations, the application demonstrates that the framework is not

restricted to fog systems but can operate on various platforms independently, proving

its adaptability across different systems. Additionally, with this application, the system

was also tested in the fog environment using various concurrency and inter-process

communication techniques. Furthermore, the system was tested as a whole with a

multi-worker setup.

1.3 Organization of the Thesis

The thesis consists of a total of six chapters and is organized as follows: Chapter

2 provides a literature review on electronic textiles, textile-based actuators, and

cloud, edge, and fog computing. Chapter 3 presents a detailed explanation of the

FogETex framework developed for e-textile applications. In Chapter 4, the gait phase

recognition system is described. In this chapter, the gait phase recognition system

is integrated into the FogETex framework, and its suitability for indoor and outdoor

applications is tested. Chapter 5 focuses on the assistive soft robotic glove, where a

telerehabilitation application is developed using sensing and actuating T-IoT gloves.

The developed framework is employed within this application under cloud computing.

Finally, Chapter 6 concludes the thesis and presents directions for future work.
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2. LITERATURE REVIEW

In this chapter, the literature has been reviewed under two main headings: electronic

textiles and computing systems. In Section 2.1, the focus is on the specific area of

this thesis, examining electronic textile structures, including sensors and actuators.

In Section 2.1.1, cloud computing, edge computing, and fog computing systems are

investigated.

2.1 Electronic Textiles

This thesis focuses on the sensor and actuator structures of electronic textiles. First,

attention is given to e-textile sensors, which serve as the source of data. Information is

provided on textile-based resistive, capacitive, and inductive sensors, as well as textile

electrodes. Second, the study focuses on textile-based actuators designed to manipulate

the environment or target objects to provide practical benefits. This section examines

cable-driven, fluidic, and shape-changing actuators.

2.1.1 Sensors

The evolution of conductive yarn and fabric technologies has led to the integration

of electrical current within textile products. In its initial stages, conductive fabrics

were primarily conceived to leverage textile materials as heating elements. Hence, the

primary objective was to address the issue of copper cable breakage arising from the

repeated bending, folding, and unfolding associated with electrical blanket products

available in the market [23]–[25]. Subsequently, with the advent of conductive yarn

technology, it became feasible to create small conductive pathways within textile

materials [26,27].

Over time, the evolution of conductive yarn and fabric technologies facilitated the

emergence of electronic textiles, enabling the incorporation of sensory capabilities

into textile products [28]. These advancements allowed for the detection of various
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stimuli—such as pressure, force, stretching, optical changes, chemical attributes, as

well as monitoring temperature and humidity in the external environment—within

textile products. Electronic textiles serve as an efficacious means to imbue fabrics

with the capability to perceive diverse physical stimuli and responses [29]. Certainly,

instances of electronic textile applications manifest across various domains, including

commercial spheres [30], medical applications [31,32], military contexts [33], and

aerospace industries [34]. The scholarly literature continually expands with the

addition of novel electronic textile applications on a daily basis. Electronic textiles

are categorized into resistive sensors, capacitive sensors, inductive sensors, and textile

electrodes based on their electrical reactions to various physical stimuli. This section

will analyze the various types of e-textile sensors and their respective applications

across different usage domains.

2.1.1.1 Textile based resistive sensors

Textile-based resistive sensors are characterized by alterations in their resistance values

in response to environmental stimuli, encompassing factors like force, temperature

variations, magnetic fields, chemical influences, and optical changes. The alteration

in resistance can be quantified through suitable electronic circuits and subsequently

utilized as data in diverse applications.

Resistive sensors are categorized into various types based on their physical responses,

including piezoresistive sensors, which react to pressure; thermoresistive sensors,

sensitive to temperature changes; magnetoresistive sensors, affected by magnetic

fields; chemiresistive sensors, responsive to chemical stimuli; and photoresistive

sensors, influenced by optical variations [35]. This part concentrates on piezoresistive

and thermoresistive sensors, commonly applied in human activity recognition

methodologies.

Piezoresistive sensors: They exhibit alterations in resistance due to pressure or

mechanical stretching exerted upon them. Pressure sensors find application in various

fields such as touch and grip detection [36,37], posture detection [38], and analysis

of plantar pressure distribution [39]. These sensors identify and measure applied

pressure within these contexts. Motion capture systems utilize textile-based sensors
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to determine joint angles, such as those of fingers [40], knees, elbows [41], and

shoulders [42], by measuring the stretching or elongation of the sensors. Indeed,

through sensor stretching, it is feasible to acquire vital signals such as respiration

rate. An example study demonstrates a textile-based resistive strain sensor used

for assessing respiratory rate. This sensor facilitates the monitoring of diaphragm

expansion, enabling the determination of the respiration rate. The tension applied

to the stitches formed with conductive yarn in this sensor causes a reduction in the

contact points of these stitches, consequently leading to an increase in the resistance

value of the sensor [43]. Simple electrical measurement methods suffice for the

evaluation of piezoresistive textile sensors. Notwithstanding the straightforwardness of

the measurement technique, these sensors exhibit characteristics such as high response

times, low linearity, and considerable hysteresis [44].

Thermoresistive sensors: They are commonly applied for the measurement of human

body temperature [45]. In the medical domain, body temperature stands as one of

the essential vital signs among the four primary indicators. Heart rate, respiration

rate, and blood pressure are the other vital signals. Changes in temperature directly

induce variations in the resistance values of these sensors. Thus, by incorporating

a measurement circuit into the textile sensor, real-time monitoring of the body

temperature of the individual can be achieved, facilitating prompt notifications to

individuals or healthcare institutions during critical scenarios [46].

2.1.1.2 Textile based capacitive sensors

Capacitive sensors are formed through the insertion of dielectric materials, such as

silicone [47], foam [48], and thermoplastic polyurethane [49], between two conductive

fabrics. This configuration operates as a parallel plate electrode. The capacitance of

the sensor diminishes as a consequence of either the elongation of the sensor length or

the reduction in the distance separating the conductive fabrics. Textile-based capacitive

sensors demonstrate distinct characteristics, including low linearity, reduced response

time, and heightened hysteresis, distinguishing them from resistive sensors. In contrast

to resistive sensors, textile-based capacitive sensors exhibit characteristics marked by

low linearity, decreased response time, and reduced hysteresis [50].
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Another capacitive sensor production technique involves employing the interdigital

sensor technique. In this method, the capacitive sensor electrodes are designed

not to overlap but rather in a comb-like structure, allowing them to be designed

to interlock with each other. Hence, the change in capacitance is observed as the

distance between the “teeth” of the comb structure decreases or increases based on

the stretching direction of the sensor. Through this manufacturing technique, the

sensor can be produced as a single-layer and thinner structure. Actually, this sensor

technique is commonly encountered in products utilizing MicroElectroMechanical

Systems (MEMS) technology [51]. Atalay [52] utilized conductive fabric from

textiles to form the electrodes and placed silicone material between these electrodes

to produce a capacitive interdigital sensor. Martinez-Estrada et al. [53] produced an

interdigital sensor using weaving techniques with conductive and cotton threads. In

another study, Yilmaz et al. [54] produced an interdigital capacitive sensor solely using

knitting techniques, incorporating stretchable conductive yarn and regular yarn. As a

result, they were able to create a more flexible sensor in a single piece compared to

others, enabling the production of a single-piece, more flexible sensor unit.

As an alternative technique, capacitive sensors can be exclusively fabricated through

yarn technology. The inner composition of the yarn comprises conductive silver fibers,

while the outer layer consists of a dielectric material like cotton, enabling the creation

of capacitance between two or more yarns. As this sensor extends, the centers of the

yarns draw nearer, subsequently resulting in an increase in the capacitance value of the

sensor [55].

Textile-based capacitive strain sensors find application in gloves designed for finger

movement tracking [47], human body motion tracking systems [44,56], as well as in

monitoring respiration rates. By employing machine learning techniques to process

the data from these sensors, it becomes feasible to develop activity recognition

systems [57]. An example study on step length estimation for indoor navigation

purposes develops machine learning models to estimate step-by-step movements

using textile-based capacitive strain sensors combined with Inertial Measurement Unit

(IMU) sensors [58].
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Textile-based capacitive pressure sensors enable the detection of touch and force

properties, thereby catering to applications within the realm of soft robotics [2].

Sensor arrays can be established by arranging multiple capacitive pressure sensors

in a contiguous fashion, facilitating a collective sensing capability. Consequently,

such sensor arrays find utility in the advancement of applications like foot pressure

mapping [59], position detection [60], gesture recognition [61], fall detection [62], and

education game [11].

2.1.1.3 Textile based inductive sensors

Compared to other textile sensor technologies, textile-based inductive sensors

represent a more recent technological development. Inductance is established by

configuring nested loops in various patterns, including round [63], rectangular [64],

and T-shaped [65], utilizing conductive yarn. The inductance produced by the sensor

rises correspondingly with an increase in the number of loops incorporated within

its design. Instances of applications exist in the literature, including heart rate

monitoring [63] and motion tracking [64,65] utilizing textile-based inductive sensors.

An example study demonstrates a textile-based inductive sensor, where loops are

configured in a rectangular shape to generate inductance. The sensors positioned

around the hip joint area capture the multi-axial angle changes. The process of

determining angle values involved employing the random forest regression algorithm

subsequent to various data preprocessing stages, including sliding window techniques

and feature generation [64].

2.1.1.4 Textile electrodes

Unlike other e-textile sensors that generate electrical responses like resistance,

capacitance, or inductance, textile electrodes establish a strong electrical contact point

between the human body and measurement modules. Hence, wearing a t-shirt or

a textile band embedded with textile electrodes facilitates the reception of diverse

body signals—such as ECG [66]–[68], EMG [69,70], and EEG [71,72]—eliminating

the need for uncomfortable medical electrodes. Due to the very low voltages and

high noise inherent in these signals, the employed conductive fabrics and conductive
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yarns are anticipated to possess high electrical conductivity. By integrating wireless

capabilities into these products, it becomes feasible to develop applications capable of

uninterrupted signal data collection from the heart and muscles of patients, transmitting

this information directly to emergency health services [73].

An example study presents an ECG monitoring system employing textile electrodes.

This system facilitates the instantaneous transmission of the ECG signal to a mobile

device through Bluetooth technology. Employing the beat detection algorithm enables

the instantaneous extraction of an individual’s heart rate information. This data can

subsequently be integrated into motion capture systems to create applications like

anomaly detection and calorie calculation [73].

2.1.2 Actuators

Actuators are devices that convert the energy provided to them into mechanical energy,

such as displacement, rotation, force, or motion. Linear electric motors and hydraulic

or pneumatic pistons are examples of actuators commonly found in the industry.

However, these products are large, rigid, heavy, noisy, and inflexible structures. While

they offer solutions to many problems in the machine industry, they are particularly

unsuitable for fragile and delicate applications. Especially in applications involving

interaction with humans, there is a need for soft, compliant, lightweight, and silent

actuators. Textile-based soft actuators meet this demand. When these actuators come

together to form systems, they are referred to as soft robotics [74].

Textile-based soft robotic structures have a wide range of applications. These

include locomotion assistance, thermoregulation, grasping and reaching assistance,

shape-changing for dressing, haptic [75] and communication, as well as therapeutic

compression. Due to the comfort, lightweight, and adaptability features provided

by soft robotic structures in these applications, it is an open domain for new

applications and use cases. Textile-based actuator structures can be categorized based

on their working mechanisms into cable-driven actuators, fluidic textile actuators, and

shape-changing actuators [76].
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2.1.2.1 Cable driven textile actuators

Cable-driven actuator systems apply force to a textile product by pulling a flexible

cable through an external mechanical actuator system. During the development of

these systems, cables are fastened to garments using an anchor point [77]. An engine

placed on the other end pulls this cable, applying force to the designated point. In

these types of actuators, cables made of steel [78], aramid-containing polymers [79],

polyethylene [80], and woven belts [81] can be utilized.

Integrated systems within clothing assist individuals in performing challenging muscle

movements. Hence, individuals are enabled to perform various joint movements such

as walking [82], reaching [83], and grasping [84]. Developed robotic systems can be

used to apply rehabilitation therapy to patients. Moreover, haptic feedback systems

are developed for virtual world applications to make simulations more realistic. An

example study involves a virtual reality application developed for drone simulation,

providing haptic feedback to the user [85].

2.1.2.2 Fluidic textile actuators

Fluidic textile actuators differ from cable-driven actuators as they undergo shape

changes by expanding with gas, air, or liquid supplied into them, depending on the

application. This expansion behavior generates pushing force in the desired area.

For these types of actuator systems to function, external systems such as tanks,

compressors, and pumps capable of supplying air, gas, or liquid, as well as pipelines for

conveying these fluids, are required. Apart from that, an additional layer is integrated

into textile products to prevent liquid or gas leakage, forming an artificial muscle.

These structures are preferred due to their characteristics such as simplicity, attaining

high power, good energy efficiency, and functionality [86].

Fluidic textile actuators are primarily represented by the McKibben/Pneumatic

Artificial Muscle (PAM) within the linear actuator group. PAM actuators are designed

to assist human movement. In these types of actuators, expansion occurs sideways

with air pressure, causing contraction in length. Thus, it generates tensile force [86].
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PAM actuators can be used in various applications such as locomotion assistance [87]

and upper body joint motion [88].

Another group of fluidic textile actuators is Programming Fluidic Textile Actuators. In

these types of actuators, fabric structures are designed to rotate in a specific direction.

Thus, complex movements such as bending [89], rotational [90], and lifting [91] can be

achieved. Flexible and non-flexible fabric structures are combined in these actuators

to create anisotropy. Anisotropy can be achieved through methods such as combining

woven and knitted fabrics [92,93], using knitted fabrics with varying flexibilities [94],

adding seams to a uniform knitted fabric [95], employing pleated fabric structures‘

[96], and utilizing 3D knitting techniques‘ [97]. Additionally, creating pockets in

an accordion shape can also generate pushing force when assembled together [98].

Actuators of this kind can be used in various applications such as grasping [99], skin

locomotion [100], locomotion assistance [98], and joint movement [101]. An example

study features an exoskeleton glove developed using bending actuators created with

the 3D knitting technique. Air bladders are placed between the layers of three-layered

knitted actuators, which are composed of a stretchable upper layer and non-stretchable

middle and bottom layers. When the air bladder between the upper and middle layers

is inflated, the resulting anisotropy causes the actuator to bend. Similarly, when the

air bladder between the bottom and middle layers is inflated, the actuator performs an

extension movement due to the non-stretchable structure of these layers. By placing

five actuators onto a glove, an exoskeleton glove was constructed [8].

2.1.2.3 Shape-changing actuators

Shape-changing actuators incorporate active yarn technology, enabling them to be

designed into various shapes by utilizing changes in the length of the yarn with external

heat or electrical energy. Within these types of actuators, there are various technologies

present; Shape Memory Alloys (SMAs) [102] and Shape Memory Polymers

(SMPs) [103] undergo changes in length due to their distinct crystal structures

at different temperatures. Carbon NanoTube (CNT) [104]–[106] and Dielectric

Elastomer Actuators (DEA) [107] operate by receiving electrical energy to perform the

desired movements. Apart from those, some actuators operate by mass transfer due
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to other environmental factors such as moisture-driven [108] and hygroscopic [109]

actuators. In the literature, there are several applications of shape-changing textile

actuators such as thermoregulation [110], haptic feedback [111], bending [112],

locomotion [113], and lifting [114]. An example study demonstrates the

thermoregulation application of shape-changing actuators, where ventilation flaps open

to decrease the body temperature in response to perspiration [115].

2.2 Applications

In this section, a literature review has been conducted on the gait phase recognition and

assistive soft robotic glove control studies, which were developed to test the FogETex

framework.

2.2.1 Gait phase recognition system

Different aspects of the gait cycle can be determined by measuring the motion or

tracking the location of the foot by utilizing various sensors including cameras,

non-wearable devices such as sensor floors [116], wearable devices and their

combinations [117]. In the camera-based approach, the joint angles or limb positions

are extracted from each frame of the captured video, or features of the frame are learned

by utilizing various machine learning methods [118,119]. Even though vision-based

and non-wearable devices provide accurate results in gait phase detection, most of

them are only available in specialized laboratory setups [120].

Wearable devices can be divided into two different groups which are force

measurement sensors or angular velocity and accelerometer measurement sensors.

Force measurement sensors [121] are generally in the shape of an insole, and require

the shoe to be worn constantly which is not always applicable to individuals with

walking abnormalities [120]. Another commonly used sensor in this field is the

[122,123], which performs poorly when the individual paces at a lower speed. Thus,

the IMUs are usually combined with other sensors to increase the reliability of the

system [124]. Flexible strain sensors are also utilized in gait and posture classification

[120], and the main idea is the change in the electrical resistance or capacitance value

in accordance with the elongation of the sensor [125].
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For gait segmentation, numerous traditional machine learning and deep learning

approaches have been investigated in order to assist the decision-making in clinical

studies and develop a control system [126]–[128]. Some examples of the widely

utilized models in the gait segmentation can be given as Random Forest [129],

Support Vector Machine [130], k-Nearest Neighbour [129], Neural Networks [131].

Overcoming the issue of the high dimensionality and variability nature of the data and

increasing the reliability of signal segmentation can be defined as advantages of DL

over traditional ML techniques [128].

2.2.2 Assistive soft robotic control

The human hand plays a crucial role in our everyday activities, serving as a

sophisticated and intricate tool that allows us to accomplish tasks accurately and

effectively [132]. Physical and neurological conditions such as stroke, burns, fractures,

and ligament injuries can diminish finger range of motion and grip strength, while also

increasing joint stiffness, significantly impacting individuals’ physical, psychological,

and economic welfare, and substantially impeding their capacity to carry out activities

of daily living [133,134]. Hand dysfunctions necessitate exercises assisted by

medical staff to restore functionality, and success in musculoskeletal rehabilitation

relies on numerous factors, including the timing, intensity, and frequency of the

exercises [135]–[137].

Many patients face obstacles that prevent them from accessing rehabilitation programs,

such as financial constraints or difficulties in reaching therapy centers due to

distance. Additionally, a lack of medical staffs restricts individuals from receiving

the required rehabilitation for their physical enhancement [138,139]. Particularly

during pandemics, medical staff-dependent rehabilitation methods become especially

vital [140]. To overcome such hindrances, remote rehabilitation approaches have

been developed within diverse IoT scenarios, involving the real-time collection

and processing of data through sensors [141,142]. This makes remotely guided

training more accessible, affordable, and results-driven [143] thereby influencing the

motivation of patients in therapy sessions [144].

16



Hand exoskeleton robots, which mimic human hand movements and aid in

rehabilitation by performing tasks such as grasp-release exercises, are increasingly

utilized in medical environments. Robots often controlled remotely through assistive

robotic gloves, are also commonly employed in virtual reality applications [145,146].

Clinical research has demonstrated that stroke patients who participate in intensive

repetitive movements through robotic hand therapy experience notable enhancements

in hand motor functions. Furthermore, their central nervous system adeptly

incorporates feedback from multiple senses to aid in motor learning when confronted

with hand movements induced from various sources [147,148].

Studies concerning hand functionality can be categorized into two main areas: gesture

recognition and motion control [149]. Signals stemming from various sources have

been investigated for the control of robotic hands, including activating buttons [150],

physiological signals like EEG [151] and EMG [152,153], voice commands [154],

eye tracking [155], and even movements of the feet [156]. For instance, vision-based

hand tracking utilizes cameras to monitor hand movements by employing machine

learning techniques trained on extensive image datasets [157,158]. Another approach

involves wearable hand tracking based on Inertial Measurement Units (IMUs) and

compasses. This method typically involves attaching accelerometers, gyroscopes, and

magnetometers to the hand to measure its orientation, and then reconstructing the hand

configuration by collecting angle data from each finger [159].

The earlier developed sensor designs feature components that are difficult to utilize,

intricate to manufacture, and susceptible to fragility [160]. In vision-based systems, a

fundamental challenge arises when objects fall outside the camera’s Field Of View

(FOV), which remains unaddressed even with the application of machine-learning

techniques [161]. For IMU and compass-based systems, their vulnerability to

magnetic field interference makes them impractical to use in close proximity to

ferromagnetic objects [159,162]. Given these considerations, flexible, lightweight,

and stretchable sensing technologies present a compelling solution as they provide

excellent adaptability and can precisely capture the signals produced by fingers,

facilitating safe interactions [93,163,164]. Unlike rigid glove systems that may limit
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finger movement, soft gloves offer flexibility, allowing users with different finger sizes

to maintain natural motion without any constraints [165].

Assistive robotic glove systems have the capability to discern intricate hand

features, gather low-dimensional data, and achieve faster hand gesture recognition

speeds [166,167]. Currently, rigid and soft robotic gloves have been designed to

address the need for increased repetitions, utilizing various actuating systems such

as pneumatic, hydraulic, electric, and tendon-driven systems to provide mechanical

power [168]. Advanced robotic systems feature complex mechanisms that can produce

the required forces and movements with precision for hand therapy. Yet, their

intricate mechanical design, heaviness, and bulkiness present notable obstacles when

developing hand exoskeletons [169]. Soft robots’ physical flexibility presents an

encouraging answer to the limitations faced by traditional robots in terms of safety

and adaptability [170]–[172]. Assistive devices, utilizing soft materials such as

textiles [8,93] or elastomers [173], are inherently designed to be safe, lightweight,

compliant, and non-restrictive, facilitating prolonged wear [154,174,175].

2.3 Computing Systems

Sensors based on textiles can be manufactured for various applications. These sensors

require a framework for collecting, processing, and transmitting their data to end users.

However, as user and sensor count in the system grows, it leads to increased data

flow and computational load. In this section, various computing systems aimed at

addressing these issues are explored.

2.3.1 Cloud computing

Cloud computing emerged due to the widespread accessibility of the Internet,

advancements in virtualization technologies, continuous information flow, and the

resulting accumulation and processing demands of big data. The first examples of

cloud computing date back to the 1960s. Through the concept of “time-sharing,”

terminal computers are connected to mainframes, enabling multiple users to access

computing services from a centralized system [176]. In the 1990s, with the

public availability of the Internet and the rapid expansion of the World Wide
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Web, significant advancements in data storage and application accessibility occurred,

laying the foundation for cloud computing infrastructure [177]. The development of

virtualization technologies, such as VMWare, Linux Kernel-based Virtual Machine

(KVM), and Xen, in the early 2000s, further optimized physical resources for user

utilization. The ability to customize and share a single resource among multiple users

allowed cloud computing technology to expand [178].

The establishment of Amazon Web Services (AWS) in 2006 marked a milestone for

cloud computing. With AWS, users gained increased access to scalable infrastructure

tailored to their needs [179]. Today, cloud computing serves as a critical infrastructure

tool in artificial intelligence and big data applications. Its high data processing

capacity offers innovative solutions across industries and supports a wide range

of applications [180] Key application areas for cloud computing include Software

as a Service (SaaS), Platform as a Service (PaaS), Infrastructure as a Service

(IaaS), data backup and storage, big data analytics, machine learning and artificial

intelligence, IoT (Internet of Things), telerehabilitation and healthcare services, media

and entertainment, education, as well as finance and banking.

Today, cloud computing enables individuals and organizations to use their

technological infrastructure more flexibly and efficiently. Cloud computing consists

of three main service models: SaaS, PaaS, and IaaS. SaaS provides users with

remote access to software applications. Typically subscription-based, this system

allows users to access software over the Internet. Examples of such software

include email, calendars, and office tools [177]. PaaS simplifies the development,

testing, and deployment processes of applications for developers, without the need

for publishing them first [181]. IaaS, on the other hand, is primarily used by system

engineers or network architects and includes virtual machine storage solutions. With

IaaS, companies can reduce hardware and setup costs [178,180]. These service

models offer scalability, flexibility, and cost-efficiency while addressing diverse user

needs [182,183].

Cloud computing provides users with reliable, scalable, and cost-effective solutions for

data storage and backup. Compared to traditional methods, cloud-based systems offer
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geographically independent access to data from any location while enhancing security

to minimize data loss [184]. In cloud-based storage systems, data is replicated across

multiple servers, ensuring protection against physical hardware failures, software

malfunctions, or natural disasters [185]. Service providers such as Amazon S3, Google

Cloud Storage, Dropbox, OneDrive, and Yandex Disk offer flexible solutions that

enable users to store large amounts of data. Furthermore, security measures like

data encryption and access management safeguard data privacy [186]. These features

are especially beneficial in sectors like finance, healthcare, and education, where

data privacy is a high priority [187]. With the automatic backup feature provided

by cloud computing, companies benefit from regular data backups, replacing the

manual operations traditionally performed by Information Technology (IT) teams.

This reduces operational burdens and secures company data more effectively [188].

Cloud storage enables quick and easy data access while maintaining data integrity

and minimizing data loss through reliable backup procedures [189]. Consequently,

cloud computing technology offers both individual users and organizations secure and

economically efficient solutions for data management [190].

In modern technology, artificial intelligence, machine learning, and big data

analytics serve as foundational components and are increasingly integrated into every

technological domain. Alongside this integration, the demand for computational power

continues to grow. Big data analytics enables valuable insights by analyzing large

and diverse datasets. Through machine learning, these insights can be transformed

into meaningful predictions [191]. Machine learning systems possess the ability to

learn from data, allowing for the development of predictive models. Cloud computing

systems are responsible for training these models and adapting them as new data

becomes available [192]. Artificial Intelligence (AI), in contrast, encompasses a

broader concept that includes not only machine learning but also algorithms and

systems designed to perform tasks in a manner similar to human capabilities [193].

Together, these three technologies are driving transformative changes across industries,

including healthcare [194], finance [195], automotive [196], and e-commerce [197].

For instance, big data analytics and machine learning enable early diagnosis from

patient data [198,199], while AI systems facilitate the development of autonomous
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vehicles [200]. Additionally, cloud computing enables large language models to be

deployed and serve millions of users simultaneously [201].

Beyond these applications, cloud computing supports a wide range of other fields. In

the realm of IoT, cloud computing plays a crucial role in data processing, data flow, and

storage [202]. In telerehabilitation and healthcare, it facilitates interactions between

patients and medical staff, enabling applications in patient monitoring, treatment, and

diagnostics [203,204]. Another significant area for cloud computing is media [205]

and social media [206]. While cloud computing helps disseminate information

to millions through media channels, social media platforms transform individuals

from mere recipients to active sources of content. Social media enables real-time

interactions among billions, with cloud computing systems serving as the backbone

of this massive connectivity [207]. In the entertainment industry, cloud systems

provide the infrastructure for various areas, including gaming [208], movies [209],

and music [210]. In education, cloud computing supports the storage and sharing of

educational materials and the operation of online testing systems [211]. Following

the COVID-19 pandemic, existing educational systems have leveraged cloud solutions

to enable students to continue their lessons online [212]. In finance and banking,

users can perform banking services anytime from anywhere without visiting branches.

Cloud systems not only provide the infrastructure for these transactions but also

implement solutions to ensure their security [213].

Cloud computing technology presents several advantages, including cost-effectiveness,

reduced energy consumption, enhanced resource management efficiency, and

industry-specific solutions. However, challenges such as security and privacy

concerns, service migration, and service continuity also persist within cloud

computing [214]. Notably, due to the centralized nature of servers and the distances

between users and these servers, latency issues arise, creating the need for additional

computational systems to support real-time applications.

2.3.2 Edge computing

Edge computing differs from traditional cloud computing by advocating for

computations to occur on edge devices rather than in a centralized manner. While cloud
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computing involves transmitting raw data to servers for processing, edge computing

processes raw data on local edge devices, transmitting only the processed data to

the server. This approach reduces the computational load on the cloud, leading

to smaller cloud systems and decreased costs [215]. With processing taking place

closer to the data source, response times decrease significantly. Furthermore, by

prioritizing calculations on nearby edge devices rather than power-intensive devices,

energy consumption is minimized within latency constraints [216].

With the proliferation of IoT devices, edge computing has gained traction as a

significant topic. Security cameras are omnipresent in streets, squares, homes,

schools, and various other locations. The instantaneous transfer of a single camera’s

video stream to a cloud system poses challenges, especially when considering the

simultaneous transfer and processing of video streams from thousands of devices.

Edge computing has emerged as a solution, facilitating real-time video analysis for

applications like traffic monitoring [217,218], autonomous drones [219], and public

safety measures [220].

Edge computing technology enables the control of factory production lines

using sensor data, including parameters like temperature, pressure, sound, and

Radio-Frequency IDentification (RFID), among others. Based on this sensor data,

actuators within the production line are regulated, enabling the detection and removal

of defective products from the production cycle. Additionally, through smart meter

systems, real-time measurements of energy consumption, production count, and other

pertinent information within the production line can be instantly tracked [221,222].

Besides, edge computing finds extensive applications in the healthcare sec-

tor [223]–[225]. Utilizing body sensor networks, data regarding body temperature,

blood glucose levels, blood oxygen saturation, blood pressure, and post-operative

monitoring can be gathered and processed on edge servers, transmitting this vital

information to hospitals. This allows for remote patient monitoring, enabling

healthcare professionals to conduct assessments even while patients are at home [226].

In addition to these application areas, beyond those application areas, edge computing

plays a pivotal role in shaping smart cities through various applications such as

22



short-term energy consumption estimation [227], vehicular networks [228], and traffic

optimization [228]. Additionally, the literature highlights its significance in domains

like smart homes [215,229], as well as collaborative edge computing [230,231].

2.3.3 Fog computing

Fog computing is an architecture that suggests processing data generated by IoT

devices in a decentralized manner on local devices, as opposed to processing it in

centralized cloud systems. It is a paradigm characterized by low latency, location

awareness, mobility, a large number of nodes, heterogeneity, real-time response, and

geographic distribution [232]. With these distinctive features, it distinguishes itself

from other computing methods and has been the subject of extensive research. Some of

the prominent areas of research include the domains of smart cities, connected vehicles,

smart grids, smart homes, healthcare management, wearables, and e-textiles.

2.3.3.1 Fog computing in smart cities

In the context of smart cities, Minh et al. [233] have developed the FogFly prototype,

based on fog computing, for adaptive traffic signal control systems, which are a method

for addressing traffic jams. The FogFly application utilizes the network topology of

iFogSim. It has been observed that the developed prototype outperforms traditional

cloud-based methods in terms of latency, energy consumption, and operational costs.

In another study, Tang et al. [234] proposed the idea of processing data at the location

of its generation, as opposed to centralized computing systems that introduce latency.

They addressed the real-time phase timing of single interaction problems using a

genetic optimization algorithm. Additionally, they employed a cloud-based system

for regional optimization.

Regarding resource management in the Traffic Light System (TLS), Jang et

al. [235] proposed a Software-Defined Network (SDN) structure for dynamic resource

allocation. This approach was motivated by the increasing vehicle traffic and the

corresponding surge in traffic report messages. The proposed SDN system allows

for the dynamic allocation of resources, especially during rush hours when resource

demands increase and available bandwidth decreases. To reduce both network
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bandwidth usage and response times, they employed a fog-based architecture, while

computation-intensive processes were offloaded to the cloud.

In a different study, Serdaroglu et al. [236] have proposed a location-aware air

quality monitoring system for smart cities. Their system can serve up to 960 clients

using 120 air quality stations. In addition, Aliyu et al. [237] have developed a fog

computing-based shopping recommendation system to enhance customer shopping

experiences. Customers connected to the Wi-Fi network in a shopping mall receive

personalized recommendations based on their preferences. Price, congestion, and

shopping rankings are optimized accordingly. Finally, Talaat et al. [238] propose a

fog computing-based fire detection system using the YOLO-v8 algorithm. With this

method, it is expected to increase fire detection accuracy, reduce false alarms, and

lower costs

2.3.3.2 Fog computing in connected vehicles

Connected Vehicles (CV) aim to reduce traffic congestion and maximize driver safety.

Sodhro et al. [239] have developed an AI-based secure and interference-free mobility

management algorithm for driver safety and traffic monitoring. They also provided

a security and delay-tolerant wireless channel model that enhances the quality of

service for passengers. Additionally, they proposed an architecture for reliable

and efficient multi-layer fog-based vehicle-to-vehicle communication. Finally, they

optimize Quality of Service (QoS) for concepts like mobility, reliability, and packet

loss. Zhang et al. [240] have introduced a vehicular network architecture based on

software-defined and fog computing to meet the requirements of low latency and

high reliability. They have developed solutions that address resource allocation and

handover management problems, leading to improvements in these areas.

IoT technology is emerging as the future technology for various application domains,

with smart cities being one of its prominent applications. Ning et al. [241] proposes

a three-tier vehicular fog computing architecture to minimize latency in collecting

event information in the city and transmitting it to vehicles. They have developed
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a Vehicular Fog Computing enabled (VFC-enabled) offloading scheme for real-time

traffic management. In this scheme, both moving and parked vehicles act as fog nodes.

2.3.3.3 Fog computing in smart grid

Due to the limited energy resources on Earth, it is crucial to use energy efficiently.

To enhance energy efficiency and effectively track and improve the entire journey of

energy from production to transmission and consumption, smart grid systems are being

developed. Wang et al. [242] have proposed a fog computing-based dynamic billing

system for smart grids to enable real-time pricing of electricity bills. Their focus was

on the security and privacy aspects of fog-based systems, and they have introduced a

privacy-preserving data aggregation model.

In smart grids, storing excess electrical energy is a challenging task, and surplus energy

often goes unused or is lost. Jaiswal et al. [243] have proposed a fog-based system for

energy usage prediction in smart grids. In smart grids, the data from smart meters

can create bottlenecks in cloud devices due to an increase in the number of sensors,

leading to high latency issues. Their suggested system aims to address both latency

and the balance between electricity production and consumption, providing a solution

to these challenges.

In addition, Forcan and Maksimović [244] proposed a hybrid communication

architecture based on cloud-fog computing for voltage profile monitoring and power

loss estimation. They prepared and tested their proposed system through simulations

using MATLAB Simulink, and it was found that the fog computing-based system

significantly reduced the total simulation time.

Finally, Li et al. [245] proposed a dynamic game model for resource allocation in

ubiquitous smart grids with finite electrical fog computing devices. This approach

aimed to improve resource utilization, optimize resource allocation, and reduce system

overheads in order to achieve efficient resource management for fog computing devices

in smart grids.
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2.3.3.4 Fog computing in smart homes

Due to advancements in the Internet of Things, sensors, and communication

technologies, our homes have become smarter. Silva et al. [246] proposed a solution

for addressing availability issues caused by the susceptibility to errors in gas leakage

and temperature sensors used in smart homes. They introduced a Continuous-Time

Markov Chain (CTMC) model in the fog layer to mitigate this problem. Additionally,

they aimed to increase availability by combining the CTMC model with sensitivity

analysis. Through their modeling efforts, they achieved a high availability rate.

In a different study, Bhatia [247] developed a fog-based framework for monitoring

the health of pets in smart homes. The system monitors animals in real-time through

sensors such as EMG, ECG, and PhotoPlethysmoGram (PPG), and it can send alerts

to caregivers or veterinarians in case of emergencies. They use a deep learning-based

temporal-Artificial Neural Network (t-ANN) method to determine the condition and

emergencies of animals. Additionally, they have developed a visualization system for

pet owners to access their pets’ health information on demand.

Furthermore, Gill et al. [248] proposed a resource management method based on

particle swarm optimization to improve resource management in fog-enabled cloud

systems in smart homes. With their developed resource allocation method, they

achieved improvements ranging from 10% to 14% in parameters such as network

bandwidth, response time, latency, and energy consumption.

2.3.3.5 Fog computing in healthcare

In the field of healthcare management, Hassen et al. [249] have developed an e-health

system based on the IoT and fog computing to address the increasing health issues

associated with the growing elderly population worldwide. The developed system

utilizes fog computing to collect physiological and general health parameters from

elderly individuals at specified intervals. Through the developed Android application,

both elderly individuals and their families can monitor the health status of the relevant

individuals and communicate with healthcare providers such as system administrators
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and doctors. The system is also capable of sending recommendations, notifications,

and alerts when necessary.

Furthermore, Kamruzzaman et al. [250] have proposed a fuzzy logic-supported

machine learning framework based on fog computing for healthcare systems. In

this system, machine learning methods are used to analyze ECG data of patients in

real-time and predict whether they exhibit symptoms of illness. The fuzzy logic system

is employed to determine the capacity of the fog computing system and ensure the

efficient utilization of resources. This results in reduced costs, energy consumption,

and latency, while improving maintenance efficiency.

Besides, Arunkumar et al. [251] have proposed a fog computing framework that

incorporates optimization and ensemble learning for the detection of heart disorders.

In this system, patient data is preprocessed, and features are extracted. Using Galactic

Swarm optimization, the features are optimized to reduce errors and increase accuracy.

Finally, various machine learning algorithms such as bagging, boosting, XGBoost,

Multi-Layer Perceptron, and Partitions are used for classification. The majority voting

classifier method is employed to combine the results of multiple machine learning

techniques, ensuring the best possible predictions. Healthcare systems inherently

require a more secure and privacy-preserving environment.

Almas et al. [252] propose a context-based adaptive trust solution for time-critical

healthcare systems that incorporate fog computing, utilizing Bayesian and similarity

measures. This proposed solution has been simulated using various applications. Due

to its linear complexity (O(n)), the recommended solution operates more efficiently

compared to other solutions.

2.3.3.6 Fog computing in non-textile wearables

Medical wearables collect vital signs from individuals. In this context, Beri et al. [253]

have developed a device containing temperature, blood pressure, ECG, and pulse

oximeter sensors to monitor the health status of pregnant women. They have proposed

a fog computing-based e-healthcare system to process the data and detect emergency

health conditions in pregnant women. Real-time tests were conducted on 80 pregnant
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women using the developed device, and it was determined that it achieved a 98.75%

success rate in predictions. In another study, Klonoff [254] recommended the use

of fog computing-based systems for diabetes management due to the need for fast

responses to sensor data and the inherent intolerance for delays in such systems. They

discussed the use of wireless devices such as blood glucose monitors, insulin pens,

insulin pumps, and closed-loop control systems in these fog computing-based systems

to address the delays caused by cloud computing.

Besides, Monteiro et al. [255] developed a tele-treatment system for monitoring

the exercises of Parkinson’s patients. In this system, sounds produced by patients

during exercise are collected via a smartwatch, and clinical features such as loudness,

short-time energy, zero crossing rate, and spectral centroid are extracted on a fog

computing device. These features are then transmitted to the clinician via the cloud.

To reduce cloud data traffic, high-dimensional audio files recorded for analysis are

processed on the fog interface. This system enables the remote tracking of patients’

exercises, independent of location. Similarly, Paul et al. [256] proposed a fog-based

health monitoring system that utilizes wearable technology products like smart glasses,

smartwatches, and fitness bands. Data collected from these wearables are processed at

the fog layer, while cloud devices store the data. When a situation requiring action is

detected based on predictions, the decision is made and managed on the cloud. The

proposed system was simulated using the iFogSim simulator.

In addition to other works, Neel Mani et al. [257] suggested a system for processing

and visualizing data on sleep patterns, muscle effort, heart rate, respiration rate, fitness

activity, and time tracking from smartwatches through fog computing devices. The

system enables users to monitor their activities in real-time and review historical

data to stay fit. Additionally, they proposed a five-layer architecture comprising data

center/cloud, network, edge domain, smart sensors, and smart monitoring. In another

work, Moghadas et al. [258] introduced a fog-based patient monitoring system for

arrhythmia detection by processing data from medical electrodes and ECG sensor

modules connected to patients via Raspberry Pi. In this system, the ECG sensor

module is wired to the electrodes, and the data is collected by Arduino UNO, and

transmitted via Bluetooth to the fog computing device. This device detects whether
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the patient is having a heart attack, and in case of emergency, notifies the patient or

physician.

Moreover, Kharel et al. [259] developed a fog-based smart health monitoring system

using a pulse oximeter. The system continuously transmits pulse data to a fog server

using LoRaWAN communication technology. The fog server stores the incoming

data, processes it, and displays the results. Real-time data processing is done on

the cloud as the fog server transmits the data instantaneously. Besides, Ijaz et

al. [260] proposed a smart healthcare system utilizing wearable biosensors, comprising

wearable, intelligent fog, and cloud layers. In the wearable layer, data collected

from biosensors is transferred to a Personal Data Assistant (PDA), which detects and

eliminates faulty data. In the intelligent fog layer, hidden Markov models are used to

assess patients’ health, and an alert is sent to family members or medical units when

necessary. The cloud layer is used for storing processed data. As a case study, they

monitored quarantined patients remotely during the COVID-19 pandemic.

Furthermore, Tuli et al. [261] proposed a blockchain-based framework that integrates

IoT-Fog-Cloud from end to end. This framework addresses limitations seen in other

Internet of Things frameworks, such as platform independence, security, resource

management, and multi-application support. It employs blockchain for authentication

and encryption of sensitive data. The system was tested using a pulse oximeter as

the IoT device, a smartphone as the gateway, and Raspberry Pi devices as workers.

As a case study, they conducted a sleep apnea analysis. Building upon their previous

research, Tuli et al. [262] proposed an IoT and Fog computing environment based on

ensemble deep learning for the automated diagnosis of heart diseases. They developed

a lightweight Fog architecture capable of processing sensor data such as body oxygen,

heart rate, ECG, and glucose levels from individuals. In the implementation of the

system, they used Raspberry Pi devices as workers and conducted tests using their

developed Android-based software.

While many studies on wearable devices focus on healthcare applications, Medina

et al. [263] developed a fog computing system for tracking the daily activities of

residents in their homes. The system uses accelerometers for movement detection,
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Bluetooth low energy for location tracking, binary pressure sensors for detecting

whether someone is seated or lying down, and cookie sensors to identify activities

like brushing teeth or drinking. All these sensors detect residents’ activities using a

linguistic approach.

2.3.3.7 Fog computing in e-textiles

Beyond all the research areas mentioned so far, the literature on electronic textile

studies utilizing fog computing systems is relatively limited. A detailed investigation

reveals only two studies in this domain. Constant et al. [264] proposed an

architecture for wearable IoT devices that provides fog-based data transmission and

filtering services. They deployed their proposed system on Raspberry Pi and Intel

Edison development boards and compared the performance of these devices for fog

computing. Additionally, they developed a glove for physiotherapists in which they

used commercially available film-based flex sensors [265].

In another study, Wu et al. [266] developed textile-based ECG electrodes for medical

applications based on fog computing. They optimized the signal quality and comfort

parameters of these electrodes. The electrodes are designed to receive signals and

transmit data via Bluetooth in an electronic circuit. In tests conducted on 20 different

test subjects with no cardiovascular history, the design using a combination of cotton

(30%) and nylon fiber-coated silver (70%) demonstrated the best performance in terms

of Signal Quality and Comfort (SQC), based on signal-to-noise ratio and comfort

surveys. However, the integration of these electrodes into a fog-based system is

suggested as future work.

2.4 Positioning of the Thesis

Considering the current state of the art, the development of a fog-based framework for

e-textile products emerges as an open research area. The FogETex framework has been

developed for electronic textiles, filling the entire gap from developing e-textile-based

IoT devices to integrating fog-cloud computing, providing an end-to-end solution.

This framework ensures that e-textile applications operate in real-time in both indoor

and outdoor environments. Additionally, the system processes time-series data

30



in real-time while maintaining session information for users, with data flowing

continuously. Unlike many other fog computing systems, in this thesis, all software

and hardware components, from sensor acquisition to the cloud infrastructure, have

been implemented. In the first application, a gait phase recognition system is

implemented in real-time using a capacitive sensor placed on the ankle, along with

a deep learning-based model. In the second application, a system where soft robotics

and e-textile sensors are integrated with a computing system has been implemented to

work end-to-end.
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3. FogETex FRAMEWORK

The FogETex framework provides a platform-independent fog computing and network

architecture specialized for electronic textile applications. Figure 3.1 illustrates

the general overview of the system architecture proposed in this study. The edge

layer, positioned at the bottom of the system hierarchy, encompasses T-IoT devices,

actuators, and gateway devices. The middle layer, known as the fog layer, contains

both worker and broker devices. At the top layer, there is a cloud device to which all

other devices are connected. The fog computing system caters to Local Area Network

(LAN) devices in settings such as homes, hospitals, and office spaces. Additionally, it

has the capability to establish connections with the fog infrastructure over a Wide Area

Network (WAN) using various network technologies including 4G, LTE, 5G, ADSL,

VDSL, and Fiber Internet. As a result, the system continues to operate seamlessly

in diverse environments such as central parks, forests, and beaches. The hardware

components, software elements, and network architecture constituting the system are

elaborated upon.

3.1 Hardware Components

This section provides an explanation of the physical devices mostly comprising edge

and fog layers of the FogETex framework, as well as their interrelationships.

3.1.1 Textile-based IoT devices

Textile-based IoT (T-IoT) devices in the edge layer are responsible for generating

data within the system. These devices provide physical or electrical signals via

textile-based sensors or textile electrodes. Sensors can be capacitive, resistive, or

inductive depending on their application areas. In addition, conductive fabrics can be

utilized as electrodes to capture signals from the human body, such as those originating

from the heart, muscles, or brain. This allows for the establishment of an electrical
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Figure 3.1 : General Overview of the Proposed System Architecture.

connection between the body and the electronic circuit, enabling the acquisition of

these signals.

The signals from these sensors or electrodes can be collected directly by appropriate

electronic circuits connected to a microcontroller or a microprocessor. The gathered

textile sensor data can be transmitted to the gateway device via Serial Port, Bluetooth,

Wi-Fi, or directly to the broker/worker nodes within the fog layer. The microcontrollers

in this layer operate in close integration with the sensors. Comfort is one of the

most crucial parameters in textile-based products; therefore, in the design of electronic

circuits for e-textile applications, it is essential to use lightweight and flexible materials

as much as possible. Hence, heavy batteries cannot be employed. To ensure extended

battery life, energy-efficient microcontrollers are employed. Indeed, raw data is

typically transferred directly to the gateway device. In communication with the

gateway device, which is one layer above, low-energy communication protocols such

as Bluetooth Low Energy (BLE) are preferred to extend battery life. The T-IoT device

and the gateway device form a Personal Area Network (PAN) using BLE. If the fog
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node and the gateway device are on the same network, they connect via LAN; if not,

they connect through the WAN. The gateway uses Wi-Fi for indoor activities and LTE

for outdoor activities.

3.1.2 Gateway devices

Gateway devices are responsible for connecting T-IoT devices to the Internet. They

serve as a bridge between the fog layer and T-IoT devices. They transmit the data

generated by textile sensors to the fog devices, receive and process the data in the

fog layer, and are also responsible for storing and visualizing the processed data.

Devices in this layer include those with wired or wireless Internet connectivity such

as smartphones, computers, and smartwatches. If the T-IoT device is equipped with

a module that enables direct Internet connectivity, such as Wi-Fi, Ethernet, or LTE

module, it can also act as a gateway device. In this case, it can directly connect to

the fog layer and manage data communication on its own. However, since e-textile

products are typically mobile and have low energy capacity, communication protocols

such as BLE are preferred over high-energy-consuming modules like Wi-Fi and LTE.

Due to the mobile nature of e-textile products and the limited range of BLE, Wi-Fi

or LTE is used for communication between the fog and edge layers. For all these

reasons, a device equipped with BLE, Wi-Fi, and LTE communication technologies is

preferred. The smartphones are the most suitable candidates for this role. Therefore, a

mobile application developed on the smartphone is responsible for receiving data from

T-IoT devices, transmitting it to the fog layer, and visualizing the incoming data.

In the communication scenario, if there is a fog node established within the LAN to

which the gateway device is connected, it primarily receives services from there. In

the event that there is no fog node in the LAN or if the devices in the fog node are

overloaded, a connection is established with the nearest available fog node outside the

LAN. For instance, in Figure 3.1, individuals exercising in the town park are connected

to a fog node located at home which is the closest available node, enabling them to

access services. On the other hand, individuals in the mountains are connected to a fog

node in the gym assigned by the cloud node.
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3.1.3 Broker nodes

Each fog node is composed of worker nodes and only one broker node. The broker

node serves as the manager for its respective fog node as shown in Figure 3.2. The

initiation of a broker device in the network leads to the creation of a fog node. Worker

devices can connect to the fog node by establishing a connection with the broker

device in the respective network. The broker node continually receives work requests

from the gateway device and assigns the workload to the available worker nodes with

the least load. To perform this task, it periodically collects CPU and memory usage

information from the worker devices through configurable intervals. The broker node

also promptly conveys the availability information of the fog node to the cloud node.

Consequently, when a new user arrives, the cloud node can assign them to the nearest

and least congested fog node.

Additionally, data from devices connected via the WAN is routed to the worker nodes

through the broker node. As a result, even if the broker device were to experience a

failure due to an external attack, the other worker devices could continue to provide

services to the devices within the LAN.

The broker device in the fog node can have low performance, similar to that of the

worker devices, depending on the number of devices receiving services from the WAN.

The greater the load on the fog node and the amount of data passing through the broker,

the more powerful a broker will be needed.

3.1.4 Worker nodes

The worker node provides computation services to users within the system. Worker

nodes are assigned to users by the broker node. Subsequently, users establish a

socket connection with the worker node. This enables bidirectional communication

between the user and the worker node. The worker node performs the computation

tasks received from the user and sends real-time computation results back to the same

user. While performing data computations, a session record is maintained for each

user. This allows each user to access their own data preprocessing buffer and machine

learning model. The worker node continually transmits resource usage information to
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the broker node in real time. This prevents the assignment of new users to nodes that

have exhausted their computation resources, thereby mitigating overload issues.

3.1.5 Cloud

The cloud node serves as the central hub for the entire architecture. While individual

modules within the system can perform their tasks independently without the cloud

node, the presence of the cloud node is essential for newly added worker devices and

users to integrate into the system. In order to establish a flexible architecture, new users

and devices initially communicate with the cloud node. As a result of a broker node

connecting to the cloud node, a new fog node is formed. Worker devices, when initially

connecting to the cloud, first learn the IP address of the broker node to which they

belong. Then, they establish a connection with the broker node to transmit resource

usage information to the broker node. The broker node, in turn, transmits the resource

usage information of the worker nodes that connect to and disconnect from the fog

node to the cloud layer.

Consequently, when a new user wishes to receive services from the system, they first

connect to the cloud, and the cloud assigns them the most suitable fog node. Then, the

user requests the assignment of a worker node from the broker node. The user receives

computing services from the assigned worker node. In this context, the cloud node
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acts as the component that regulates and manages the system. Furthermore, system

administrators can monitor all broker and worker devices connected to the system and

their activities through the user interface provided by the cloud node.

3.2 Software Components

Devices within the FogETex framework require software components, including the

resource manager, the computing module, and the proxy module. The computing

module, which encompasses the data preprocessing module and deep learning module,

provides computational services for T-IoT devices. Additionally, within the framework

infrastructure, there is the user interface software component, allowing system

administrators to control connected devices and view their resources. Hence, the need

for additional worker devices to support the fog node can be easily identified, and

overload issues can be detected early on. Figure 3.2 illustrates the included software

components within the FogETex framework.

The cloud node, broker node, and worker node execute common software. Device

types can be configured for each device during the framework installation using a

snippet script with the parameter. This program also stores the device type in a cache

file, so even in the event of a configuration change due to an update, the device type can

be retrieved from the cache file, ensuring the preservation of device type configuration

information. Updates to the software components can be distributed to the nodes via a

GitHub repository. System administrators can send update requests to the devices via

HTTP RESTful API at specified intervals. The update request triggers a background

update script. After the updates are completed, this script retrieves the device type from

the cache file and allows the device to resume its operation in the defined manner.

The presence of the same source code on all devices does not necessarily mean that

all service devices operate in the same way. The customization of framework software

components is based on the device type configuration. In this section, the common and

distinct parts of the software components in the service devices are explained.
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3.2.1 Resource manager

Resource management is crucial for ensuring system availability and preventing

overload issues. The resource manager module plays a role in the proper management

of resources and the assignment of the most suitable worker device to users. The

primary goal of the FogETex framework is to leverage the computational power of

worker devices to provide computational services to users. Additionally, user models,

data buffers, and user information are stored in RAM to facilitate fast processing.

Intermediate data is also temporarily held in memory during data processing. After the

computation process is complete, these data are cleaned from memory by the garbage

collector.

In the system, all devices providing computational services continuously monitor the

RAM and CPU usage of the device every second. When one of these two values

exceeds the predefined threshold, the device reports itself as “busy” to the layer above.

Additionally, network bandwidth usage, system uptime, framework operation time, as

well as incoming and outgoing request counts, are continuously monitored in real-time

within the system. This information is collected for reporting purposes and analysis by

system administrators. Resource monitoring and notification intervals can be modified

from the configuration file, allowing for more precise or longer-term data monitoring

settings. This flexibility enables system administrators to determine the most suitable

values of different applications.

Worker devices transmit resource usage data and availability statuses to broker devices,

which then utilize this information to assign users to the most suitable worker device.

Broker devices also transmit their own resource usage data and the resource usage data

of all devices connected to the fog node to the cloud. Furthermore, if all devices in

the fog node are busy, the fog node reports to the cloud layer that it is busy. If at least

one node is not busy, it reports the node as available. This information is used when

assigning users to fog nodes to determine if a node is available or not.

Devices transmit resource and availability information from bottom to top over

sockets, eliminating the need to reestablish a connection for each data transmission.
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Additionally, when a socket connection is lost, the higher-level device is notified

and will refrain from assigning tasks to the disconnected node during allocation

processes. When the socket connection is initially established, the respective node

shares information such as its local IP, public IP, device coordinates, CPU properties,

RAM amount, disk information, and similar details with the higher layer. This

information can be utilized for allocation and analysis purposes when needed.

In the system, the allocation of suitable devices is facilitated by the information

provided by the resource manager. When a device that was previously assigned to

a fog node wishes to reconnect to the system, it can request a new worker device from

the broker using its old IP information. However, when a device connects to the system

for the first time and needs to find a suitable fog node, it must initially connect to the

cloud node and request the assignment of the most appropriate node. At this point, the

gateway, worker, and broker devices within the system must have the domain/static IP

information associated with the cloud node. Therefore, when setting up a new system

with the framework, this information should be entered into the configuration settings

of the devices.

Algorithm 1 illustrates the method by which the cloud node assigns a fog computing

node to a user. If a fog node exists in the LAN and at least one worker device on that

node is not busy, the user is directly assigned to this node, and the local IP address

of the broker device on the node is sent to the user. If there are no devices within the

LAN, the user is assigned to the geographically closest and available fog node, and the

public IP address of the respective network is sent to the user.

To calculate the distance between the user and fog nodes the Haversine formula [267]

is used. In this formula, the earth is accepted as a perfect spherical shape. In fact,

the earth is oblate spherical and has hills, valleys, and canyons. In the calculation

made using this formula, the error is 0.3%, and the maximum error is approximately

22 km [267]. Data on the Internet is transmitted through fiber optic cables in the

backbone, and the delay in fiber optics is approximately 5 μs/km [268]. The maximum

delay difference that could occur due to the calculation error would be 0.1 ms. Of

course, this error is relevant for very long distances; at the distances for which fog
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Algorithm 1: Fog Node Assignment
Parameter: IP, Latitude, Longitude
Input : BrokerDevices
Output : BrokerIP, DeviceType
for broker in BrokerDevices do

if broker.PublicIP = IP and !broker.Busy then
BrokerIP← broker.LocalIP;
DeviceType← “LAN′′;
return;

end
end
CN← null;
CNdistance← In f ;
for broker in BrokerDevices do

if broker.Busy then
continue;

end
distance← Distance(broker,Latitude,Longitude);
if CN = null or CNdistance > distance then

CN← broker;
CNdistance← distance;

end
end
if CN ̸= null then

BrokerIP←CN.PublicIP;
DeviceType← “WAN′′;

end
return;

computing is designed to operate, the latency difference caused by the error is around

a few μs. Therefore, since small latency differences cannot affect system performance

considerably, the approximate distance is enough for the proposed application. Firstly,

the square of half the cord length between two points is specified as a and calculated

as follows:

a = sin2(
∆φ

2
)+ cos(φ1) · cos(φ2) · sin2(

∆λ

2
), (3.1)

where φ1 is the latitude of the user, φ2 is the latitude of the Candidate Node (CN), ∆φ

is the difference of the latitudes of the user and CN, and ∆λ is the difference of the

longitudes of the user and CN. Then, the angular distance, θ , between two points is
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calculated as follows:

θ = 2 ·atan2(
√

a,
√

1−a). (3.2)

Using angular distance and the radius of the Earth, the distance between two points is

calculated as follows:

d = R ·θ , (3.3)

where R is the mean radius of the Earth.

Using the provided broker IP address, the user requests the assignment of a suitable

worker node from the broker device. For devices to connect to the broker from outside

using the public IP, the port number of the service program must be forwarded to the

public IP using the port forwarding method. The method for selecting the most suitable

worker node by the broker device is provided in Algorithm 2.

Algorithm 2: Worker Node Assignment
Input : WorkerDevices
Output : WorkerIP
WorkerIP← null;
CNload← In f ;
for worker in WorkerDevices do

if worker.Busy then
continue;

end
if CNload > worker.CPUload then

WorkerIP← worker.LocalIP;
CNload← worker.CPUload;

end
end
return;

The broker device assigns the user to the worker node with the lowest CPU load and

is not busy among the worker devices connected to the fog node, returning the local IP

address of the device. If the fog node assigned to the user is within the LAN, the user

directly connects to the worker device. However, if the fog node is on the WAN, the

user connects to the worker device via the public IP through the broker.
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3.2.2 Computing module

The computing module in the FogETex framework is responsible for executing the

tasks requested by users. Computing modules exist in the cloud node, broker, and

worker devices within the system. When necessary, computation tasks can be executed

not only on worker devices but also on cloud and broker devices. In cases where

there are no fog nodes in the system, users can obtain this service from the cloud.

Additionally, when the worker devices assigned to their fog node are not available,

users can also receive this service from the broker device. Therefore, we can refer to

broker, worker, and cloud nodes as computing service devices. In the ideal scenario, it

is not desirable for broker and cloud devices to perform computing services, as they are

better suited for their primary tasks. Therefore, the first attempt is to assign a worker

node to users. Otherwise, broker and cloud nodes can provide computing services.

The computing module consists of two sub-modules: the data preprocessing module

and the deep learning module. Users send their data to the service-providing device,

which first preprocesses the data, and then the deep learning module performs

predictive tasks based on the model in the system for the specific application. These

two modules are designed using the Adapter design pattern [269], allowing new

applications to be easily added to the system without the need for changes to the core

infrastructure of the system.

3.2.2.1 Data preprocessing module

T-IoT devices need to be as lightweight and compact as possible since they are used on

textile products. Therefore, the use of powerful batteries in these devices is not feasible

due to weight constraints. Similarly, powerful microcontrollers cannot be used in these

devices to extend battery life. For these reasons, T-IoT devices focus on collecting raw

sensor data rather than performing extensive computational tasks. All computation

tasks, including data preprocessing, are carried out on worker devices. This module is

responsible for tasks such as filtering the raw sensor data, extracting nominal, ordinal,

quantitative, and aggregated features using windowing techniques.
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Electronic textile sensors typically produce time-series data. Directly applying

time-series data to machine learning models is not always appropriate due to the

presence of mechanical and electrical noise in the sensor data. Therefore, sensor data

is initially filtered and subjected to normalization to mitigate noise. Subsequently,

the time-series data is stored in a buffer, and time-series features are extracted using

the windowing method. The deep learning module utilizes these features to make

application-specific predictions.

3.2.2.2 Deep learning module

The deep learning module is responsible for making sense of the extracted features

from the data preprocessing module and providing users with application-specific

outputs regarding detection, recognition, classification, regression, clustering, and

prediction tasks. The deep learning module operates as a replica of the brain,

consisting of many neurons and their interconnections. Each neuron’s value involves

mathematical computations that increase in complexity depending on the number of

neurons in the previous layer. Calculating the weights of the neural network and output

values of all neurons requires significant computational power. The system’s highest

computational power is utilized by this module. Depending on the available hardware

resources, these calculations can also be performed by graphics processing units or

tensor processing units, enabling faster response times.

3.2.3 Proxy module

The proxy module serves as a bridge between gateway devices and worker devices.

Allowing all devices to be accessible from the Internet makes them vulnerable to

external attacks. As a result, there is a risk that an attack on one fog node’s devices

could put the entire node at risk. If all fog nodes become unavailable, it can impact

many users. Therefore, in the FogETex framework, direct access to worker devices

via the WAN is restricted. Only LAN devices can request services from them.

This restriction helps enhance security by reducing the attack surface exposed to the

Internet.
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When a device from the WAN wants to request services from a worker device, it will

send its requests to the broker device, as if it were requesting them directly from the

worker device. The broker device then forwards these requests to the worker device

and relays the responses back to the gateway device. In this way, the broker device

acts as a man-in-the-middle between the worker node and the gateway device.

In the event of a potential attack, the broker device may sustain damage, but the other

worker devices will continue to provide services to LAN devices. This is expected

to reduce the availability problems in worker devices, enhancing the resilience of the

overall system to attacks and ensuring continued service availability to LAN devices.

3.2.4 User interface

The user interface module contains system-level information such as real-time resource

consumption, hardware details, and device-specific information for worker, broker,

and cloud devices as shown in Figure 3.3-3.5. This information is primarily used

by system administrators for device monitoring, network structure monitoring, and

troubleshooting issues like overloading.

Figure 3.3 : Worker User Interface.
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Figure 3.4 : Broker User Interface.

Figure 3.5 : Cloud User Interface.
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With the user interface, system administrators can view 1 static information provided

by the resource manager, such as device type, local and global IP addresses, device

location data, CPU cores and specifications, RAM information, and hard disk details.

This interface provides a comprehensive view of the system’s status and components,

allowing administrators to manage and optimize the system effectively. In addition, it

is possible to monitor 2 disk usage, 3 memory usage, 4 device operating times, 5

the runtime of the FogETex system, 6 CPU load over time, 7 memory usage over

time, 8 the number of requests and responses sent to the device over time, 9 network

bandwidth usage over time, and 10 CPU core loads.

Furthermore, the user interface can also display 11 connected devices for the broker

device and the cloud device. In the user interface of the broker device, connected

worker devices can be viewed, and in the user interface of the cloud device, connected

broker devices and their associated worker devices can be displayed. This allows for a

comprehensive understanding of the entire system topology through the user interface

of the cloud device.

Figure 3.6 illustrates the user interface of the gateway device. The user interface on

the left allows the selection of Bluetooth devices and establishes a connection with

the T-IoT device. Once the connection is established via Bluetooth, the user interface

on the right opens. From this screen, a connection with the fog computing system

can be established, and data transfer begins automatically. A predefined amount of

data received via Bluetooth is sent to the worker device. Through the interface, the

frequency of incoming data via Bluetooth, the real-time response time of the worker

device, and the count of transmitted data can be monitored.

3.3 Network Structure

The FogETex architecture has a hybrid network structure. It uses the Hyper-Text

Transfer Protocol (HTTP) request protocol for one-time requests and the Web socket

protocol for sequential requests. Attempting to use the same communication protocol

for different needs in the system results in unnecessary delays and the excessive use of

47



Figure 3.6 : Gateway Device Graphical User Interface.

memory, CPU, and network resources. Therefore, in this framework, the most suitable

protocol is used for each task to save time and resources.

3.3.1 RESTful API communication

The HTTP protocol is used for fog node and worker node assignment queries and Web

page requests of the user interface. During these queries, the user sends a single request

to the device, and then the communication is terminated. RESTful APIs are used for

node assignments, and a Web application is utilized within the user interface, all of

which operate as services on the same HTTP server.

Figure 3.7 illustrates the connection diagram for users with fog nodes within the LAN.

In this scenario, it is assumed that the user joins the network for the first time. Since

the user is not aware of any devices in the system, it starts by sending an HTTP request

query to the RESTful API of the cloud device, requesting the assignment of a suitable

fog node. The cloud device also uses Algorithm 1 to return the local IP address of the
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broker device within the LAN. This time, the user requests the assignment of a suitable

worker device from the broker’s RESTful API. The broker uses Algorithm 2 to assign

the worker device with the least load to the user. When determining the worker with

the lowest load in the fog node, the first condition is that the worker device must

not be busy. The busy condition is defined as having memory or CPU usage above

pre-determined threshold values. Among the non-busy workers, the device with the

least CPU usage is assigned to the user. The reason for selecting CPU as a parameter

is that the incoming job requests demand intensive CPU resources.

If the user has previously connected to a fog node within their network, they will

request the worker assignment directly from the broker instead of going to the cloud.
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Figure 3.7 : Connection Diagram of Users with A Fog Node in their LAN.

If there is no fog node in the LAN, the appropriate worker device assignment is made

according to Figure 3.8, and the user performs calculation requests using the network

protocols in that network. Similarly, a query is made to the cloud, but since there is

no suitable fog node in the LAN, Algorithm 1 returns the global IP address of the

nearest and available fog node to the user based on location. Subsequently, the user
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accesses the broker device using this global IP and once again requests the assignment

of a worker device through the RESTful API. If a user has received services from a

fog node over the WAN, and wishes to establish a connection again, they must revert

to the cloud to initiate the inquiry process from the beginning. This ensures that they

do not miss any newly opened fog nodes that might be closer or within their LAN.
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Figure 3.8 : Connection Diagram of Users Without a Fog Node in their LAN.

3.3.2 Socket communication

After the assignment of a worker device, users transmit sensor data sequentially and

in raw format to the worker device, expecting data in the same format in return. If this

process were attempted using RESTful API, the user would constantly send data to the

other end and establish a connection for each job request. If delays occurred in job

requests, there would be a high number of active connections at the same time, causing

increased resource utilization at the service point.

In the Web socket architecture, asynchronous bidirectional data transfer can occur

between the user and the service-providing device over a single connection. Incoming
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job requests accumulate in a queue along with the assigned user ID, and when the

computation process for the respective user is completed, the job request is sent back

to the user via socket.

In Figure 3.7, a user who wants to establish a connection over the LAN can directly

communicate with the worker node using the local IP address of the worker node.

After the socket connection is established, the user sends a “start session” message to

indicate the desire to receive services. In the background, the worker device creates

an object for itself, including specialized data buffers, machine learning models,

calibration parameters, and other variables. Once all these processes are completed,

the user is informed that the application is ready, and it can now receive services.

Afterwards, the gateway device transmits the sensor data it receives via Bluetooth to

the worker node and uses the incoming responses for various tasks such as control

of the system, visualization, alert systems, and analysis within the application. The

session on the worker device remains open as long as the user is actively connected.

When the connection is lost, the session is closed, and all data specifically held for the

respective user is cleared.

If there is no suitable fog node in the user’s LAN, the user is assigned the nearest and

most suitable fog node via the WAN (Figure 3.8). Then, the broker in the fog node

shares the local IP address of a suitable worker device with the user. Since the user is

on the WAN, a direct connection cannot be established with the worker via the local IP.

First, the user informs the socket server of the broker device using the local IP address

and establishes a connection. The socket server passes this information to the proxy

module in the background, creating a virtual user. This virtual user then connects to

the worker using its own socket client. Job requests are first sent to the broker, and

the broker forwards them to the worker. The worker then communicates its responses

to the virtual user, which is connected to it. Afterward, the proxy module relays these

messages to the user through its socket server. This process ensures a more secure way

for devices on the WAN to receive services. The sessions active in the proxy module

on the broker device and the computing module on the worker device remain open as

long as the user is actively receiving services. When the connection between the user
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and the proxy module is lost, the proxy module severs the connection to the worker,

subsequently closing sessions on both the broker and worker devices.

3.3.3 Scalability handling

FogETex architecture follows a hierarchical structure where fog nodes establish a

top-down hierarchy for devices to find suitable fog nodes, although they have their

own administrative autonomy. However, the availability information of devices is still

generated by worker and broker devices. The cloud device does not assign tasks or

devices to nodes that do not indicate their availability. To set up a new fog node in

the system, the broker node needs to connect to the cloud. After the broker node is

connected, worker devices on the same LAN can join the system by learning the IP

address of the broker device via the RESTful API of the cloud device. Worker devices

are connected to the broker, and the broker, in turn, is connected to the cloud, sharing

resource information from bottom to top in this hierarchy.

Adding a new broker or worker node to the system is straightforward. The devices only

require the static IP or domain information of the cloud node and the device type to

be entered. All other organizational aspects are managed by the FogETex framework.

There is no limitation on the number of fog nodes and workers in the system. However,

if multiple broker devices connect from the same network, the first one to connect will

be assigned as the primary broker for the workers, while the others will remain passive.

Therefore, additional worker devices can be easily added to the system as needed and

made available to users.

3.4 Concurrency Control Techniques

Due to the wide range of machine learning libraries and the relatively simpler

development process, the computing module of the FogETex framework has been

developed using Python to enable other developers to easily write applications for the

framework. The biggest obstacle to effectively utilizing processor cores is the Global

Interpreter Lock (GIL) in the Python interpreter. The GIL mechanism only allows

one thread to execute Python code at a time, thus preventing concurrency issues that

may arise in memory and data management. However, it also introduces performance
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issues in parallel operations and CPU-intensive tasks [270]. Therefore, performance

improvements using different concurrency techniques are required in this context.

The FogETex framework is designed to serve multiple users efficiently. Effective

utilization of processor cores is crucial for accommodating a larger number of

users. The FogETex framework incorporates single-threaded, multi-threaded, and

multi-process concurrency methods. All three methods utilize the WebSocket

Inter-Process Communication (IPC) mechanism.

Since the socket server and the computing module operate in separate processes

on computing service devices, inter-process communication is critical for system

performance. In addition to the WebSocket IPC method, the FogETex framework

supports First In First Out IPC (FIFO IPC) and RESTful API IPC methods through

the multi-process concurrency approach. In total, five different concurrency and IPC

methods can be configured within the FogETex system.

3.4.1 Single-threaded data processing via WebSocket IPC

Single-threaded data processing via the WebSocket IPC method is the initially

proposed approach. Figure 3.9 illustrates the data communication flow of this

method. It has a simpler structure compared to other methods. In all methods, users

send computation requests to the computing service devices through a WebSocket

connection.
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Figure 3.9 : Single-threaded Data Processing via WebSocket IPC.
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Data received by the Socket Server is forwarded to the computing module via

WebSocket. The socket client module within the computing module adds the data

to a queue. Once the computation requests that arrived earlier are completed, the data

is processed using the developed model and returned to the user through the socket

client and socket server. Since all operations within the computing module occur in

the same process, data is transferred directly through memory.

3.4.2 Multi-threaded data processing via WebSocket IPC

The second method is multi-threaded data processing via the WebSocket IPC method

(Figure 3.10). In the previous method, each incoming computation request is added to

the queue, and the new request must wait for the completion of the earlier ones. In the

multi-threaded method, computation requests in separate threads do not have to wait

for each other. This aims to reduce queue times.

In this method, each thread has its own dedicated socket client, queue, and model. This

allows computation requests in different threads to be executed in parallel. Particularly

in busy-wait operations, when the processor is idle, the computing service device can

serve other users through another thread.
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Figure 3.10 : Multi-threaded Data Processing via WebSocket IPC
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3.4.3 Multi-process data processing via WebSocket IPC

The third method is multi-threaded data processing via WebSocket IPC (Figure 3.11).

Due to the Global Interpreter Lock (GIL) issue in Python, multi-threaded structures can

behave like single-threaded ones. Therefore, this method was developed to achieve

higher performance. Similar to the multi-threaded method, data comes from the

socket server via WebSocket. The key difference is that in this method, threads are

replaced by processes. This approach aims to take better advantage of the processor’s

computational capacity by allowing processes to run on different processor cores.
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Figure 3.11 : Multi-process Data Processing via WebSocket IPC.

3.4.4 Multi-process data processing via RESTful API

The fourth method is multi-process data processing via RESTful API (Figure 3.12).

This method, like the third method, uses a multi-process concurrency approach but

employs a RESTful API for IPC. Each process contains its own RESTful API server.

When a computation request arrives, the socket server sends the data to the RESTful

API using the HTTP method. Each incoming data request immediately begins the

execution process. The HTTP connection remains open throughout the computation,

and the response is awaited by the socket server. With this method, queue delays have

been reduced to zero.
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Figure 3.12 : Multi-process Data Processing via RESTful API.

3.4.5 Multi-process data processing via FIFO IPC

The fifth method is multi-process data processing via FIFO IPC (Figure 3.13). In this

method, data between the socket server and the computing module is transferred using

a special IPC method called FIFO. FIFO IPC, also known as the pipe method, involves

two processes, one acting as the sender and the other as the receiver. Therefore, two

FIFOs are required for full-duplex communication between the processes. The input
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Figure 3.13 : Multi-process Data Processing via FIFO IPC.
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FIFO facilitates communication from the socket server to the FIFO listener, while the

output FIFO handles communication in the reverse direction.

Each time new data arrives, the FIFO listener sends the computation request to the

model and does not read new data until the computation is complete. In this way, the

FIFO structure also serves as a hidden queue.

Data is transmitted to processes through memory, making this method expected to

be more efficient compared to other approaches. Additionally, running operations in

different processes will allow for better utilization of multi-core processors.

57



58



4. GAIT PHASE RECOGNITION SYSTEM USING FogETex

Gait analysis is utilized in various applications such as rehabilitation, robotics, gait

biometrics, biomechanics, sports analysis, and disease monitoring [271]. In our

previous study, we developed a deep learning-based gait phase recognition system

using textile-based capacitive strain sensor [22]. It is important to emphasize that the

aim of our current study is not to design and implement a gait recognition system from

scratch and evaluate its performance using the given T-IoT system, which was indeed

already investigated in [22]. Instead, we will utilize the data created by the participants

during the interaction with this system in that study for the sake of servicing T-IoT

data to be fed into our proposed FogETex framework. Therefore, the next subsections

elaborate on the workload created by a T-IoT application with respect to the data

processing and deep learning methods.

4.1 T-IoT Device Design

The T-IoT device includes a textile-based capacitive sensor [44], a DFRobot Beetle

BLE development board (Transmitter), an MPU6050 6-axis Inertial Measurement Unit

(IMU), and a Lithium Polymer (LiPo) battery as shown in Figure 4.1(a). The T-IoT

device is integrated into a knee brace with its capacitive sensor placed [47] on the knee

joint. The textile-based capacitive sensor is formed by adding a silicon layer, which

serves as the dielectric, between two conductive fabrics acting as electrodes, and it

functions as a parallel plate capacitor. The stretching caused by joint movement leads

to an increase in capacitance. Similarly, a decrease in the stretch results in a reduction

in capacitance.

The electronic circuit design of the T-IoT device is shown in Figure 4.1(b). The Beetle

BLE (Transmitter) consists of an Arduino Uno and a Bluetooth module inside. The

Arduino Uno features an Atmel ATmega 328 microcontroller. Embedded software,

written in C++, is used to collect data at a sampling frequency of 50 Hz. The

microcontroller measures the capacitance of the textile-based strain sensor using a
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voltage divider method and simultaneously receives real-time data from the IMU

sensor via I2C protocol, sending this information to the gateway device via Bluetooth

module (Texas Instrument, CC2540). The T-IoT device is powered by a single LiPo

battery connected to the Beetle BLE.
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Figure 4.1 : T-IoT Device for Gait Phase Recognition System: a) Actual Photo and b)
Schematic Illustration.

4.1.1 Measurement based on textile-based capacitive strain sensor

The capacitive sensor placed on top of the knee brace changes its length depending

on the bending of the knee. The capacitance of the sensor increases proportionally

with the length. This allows for the detection of knee movement based on the sensor’s

capacitance value.

Textile-based capacitors cannot typically utilize capacitive measurement methods such

as charge/discharge due to their capacitance values falling between 30 and 100 pF.

Therefore, an alternative measurement method known as voltage divider is employed.

In this method, one end of the capacitive sensor is connected to a digital pin of the

microcontroller, while the other end is connected to an analog pin. Charging occurs via

the digital pin. The analog pin generates a noise capacitance within the microcontroller

known as stray capacitance. The charged capacitance forms a voltage divider with the

stray capacitance. Voltage measurement is carried out via the analog pin, and the

capacitance value of the sensor (Cx) is calculated using the following equation.

Cx =
Vin ·Cre f

Vout−Vin
(4.1)
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where Vin represents the input voltage measured by the Analog-to-Digital Converter

(ADC), Cre f denotes the stray capacitance (33.1 pF), and Vout is the supply voltage

that charges the capacitance. Given the known values of Vout and Cre f , the capacitance

value of the sensor can be easily determined.

4.1.2 Measurement based on IMU sensor

The gyroscope integrated inside the IMU sensor is responsible for measuring angular

velocity in three different directions. These directions are referred to as the x (pitch),

y (roll), and z (yaw) axes. The Inertial Measurement Unit (IMU) was positioned

on the knee in such a way that the gyroscope’s x-axis (gyro-x) was aligned with the

direction of gravity, the y-axis (gyro-y) was perfectly parallel to the ground, and the

z-axis (gyro-z) was perpendicular to the surface of the leg as shown in Figure 4.2.

This was done in order to get gait phase information that was representative of the

individual’s gait. Because of this, gyro-z measurements have a negative slope when

they are being performed in flexion motion, but they have a positive slope when they

are being performed in extension motion.

z-axis
(gyro-z)

x-axis
(gyro-x)

Textile-Based 
Capacitive Sensor

T-IoT 
Device Case

Figure 4.2 : T-IoT Device Placement on the Knee and IMU Axes (x and z).
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4.2 Data Labeling

Using a Butterworth filter of the third order, the z component of the gyroscope data that

was obtained is filtered in order to remove noise that is caused by gravity, vibration

in the leg region, and other external influences at the same time. Phase detection

utilizing gyro-z data has been accomplished through the utilization of the local extrema

detection approach, which refers to a location in an open interval at which the

greatest or minimum value of the function is attained [272]–[275]. Calculations were

made to determine the occurrences of local minima and maxima in order to identify

phase-shifting locations. One example is shown in Figure 4.3, which is a plot of

the gyro-z data for two consecutive steps. The local minima points correspond to

Figure 4.3 : Gyro-z data.

the toe-off and heel-strike phases. During these phases, the leg engages in flexion

movement, which results in a decrease in angular velocity in the regions along the

z-axis. During the mid-swing and heel-off phases, the leg swings forward and provides

extension action, which ultimately results in a positive angular velocity along the

z-axis. The information that is acquired from these measurements is then utilized as

ground truth values for the purpose of training the model on capacitive sensor data.
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4.3 Dataset

Data was collected with a sampling frequency of 50 Hz from a total of 5 subjects aged

between 21 and 35 on tracks prepared for step sizes of 20, 30, 40, 50, and 60 cm

(Table 4.1). Participants were instructed to walk on the tracks by stepping on markers

placed on the ground. Each participant was asked to perform 5 consecutive steps on

each track, and each test was repeated 10 times. Thus, there are a total of 50 test data

for each test subject. The data for each step size is divided into 80% for training and

20% for testing.

Table 4.1 : Demographic information of test subjects.

Gender Age Height Weight
Male 21 170 cm 65 kg

Female 35 160 cm 62 kg
Male 32 165 cm 72 kg

Female 22 172 cm 63 kg
Male 21 183 cm 75 kg

4.4 Data Preprocessing

In the system, incoming capacitance data is processed through a real-time Butterworth

filter to reduce noise. The filtered data is maintained in a 10-sample window. During

the training phase, with a slide count of 5, the first, second, and third derivatives

of the capacitance values are computed to extract velocity, acceleration, and jerk

features. These features, along with the filtered capacitance value, undergo standard

normalization using the following formula for each feature individually:

Z =
x−µ

σ
(4.2)

where Z is the normalized feature value, x is the feature value, µ is the mean of the

feature, σ is the standard deviation of the feature. To perform real-time normalization,

the values of µ (mean) and σ (standard deviation) for each feature must be known. In

real-time systems, these values are typically obtained through a calibration process to

enable the normalization process to be conducted in real-time.
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During both the training and testing phases, the first test file from the trials with

different step lengths for each test subject is utilized as calibration data to calculate the

normalization parameters. The features of the test subject data from the same course

are then normalized using these parameters. Subsequently, the machine learning model

is trained, and after training, the model is tested.

In the proposed real-time system, the initial 6 seconds of data are used for calibration.

During this period, the model does not make predictions and only stores the extracted

features in a list. At the end of this interval, µ and σ values are computed for each

feature. Subsequently, when new data arrives, the normalized values of the features

are sent to the model, and the model predicts the gait phase in real time.

4.5 Deep Learning Model

A machine learning model based on Long Short-Term Memory (LSTM) was employed

to predict the gait phase from capacitive sensor data of the T-IoT device. LSTM-based

models offer the advantage of capturing temporal dependencies in time series

data [276], which is particularly relevant as capacitive sensors, like other e-textile

sensors, generate time series data. The model consists of two LSTM modules, each

with four hidden layers, and a fully connected linear neural network module with 64

neurons. The entire model was trained using the Adam optimizer with a learning

rate of 0.001. The performance of the model was evaluated based on the multi-class

cross-entropy loss function, which was defined as follows:

Loss =
M

∑
c=1

yc · log(ŷc), (4.3)

where c is the class number, M is number of classes, yc is true probability of the class,

and ŷc is the predicted probability of the class.

4.6 Experiments

The effectiveness of the FogETex framework was demonstrated by deploying it to

devices that constitute the fog architecture. The gate phase recognition system was

used in performance tests as a dedicated application. Tests were conducted using
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a mock client to allow for analyzing the system in ideal conditions by eliminating

operating system delays and Bluetooth jitter caused by the communication with the

T-IoT device. Additionally, the same tests were repeated on a physical mobile device

as the actual client to represent real-world conditions which were disregarded in the

mock client.

4.6.1 Experimental setup

The devices and their respective configurations used in the tests of the FogETex

framework are provided below:

1 Broker node: Dell Inspiron 15 5000 (Intel Core i7-8550U CPU @1.80GHz,
32GB DDR4 RAM, 240GB SSD, and Windows 11 Enterprise 64-bit). Software:
Node.js v18.15.0 and Python 3.9.13.
2 Worker node: Raspberry Pi 4 Model B (Broadcom BCM2711, Quad core

Cortex-A72 (ARM v8) 64-bit SoC CPU @1.8GHz, 8GB LPDDR4-3200 SDRAM,
32GB Micro SDHC Class 10).
3 Network switch: ZYXEL GS-1100-16 GIGABIT 16 Port Switch.
4 Wi-Fi Access Point (AP): Huwai HG8245X6 Fiber Optic Modem (ISP: Turkcell

Superonline, Download speed: 500Mbps, Upload speed: 20Mbps).
5 Cloud device: Digital Ocean VPS (2 x Dedicated Premium Intel CPU, 8GB

RAM, 50GB SSD, Cloud Location: Frankfurt/Germany).
6 Mock client: Lenovo ThinkPad X1Carbon (Intel Core i7-5600U CPU

@2.60GHz, 8GB DDR3 RAM, 240GB SSD, and Windows 10 Pro 64-bit). Software:
Node.js v18.15.0 and Python 3.7.15.
7 Gateway device (Actual client): Samsung A14 mobile phone (4GB RAM

128GB Memory with Android 13).
8 T-IoT device: DFRobot Beetle BLE v1.1 with Bluetooth 4.0 and textile-based

capacitive sensor.
9 LTE modem: iPhone 8 Plus (3GB RAM, 64GB Memory with iOS 16).

Figure 4.4 depicts the connection diagram of the devices used for the experimental

setup to represent a typical usage scenario utilizing FogETex framework. The

experimental setup consists of two test beds: a Wi-Fi (IEEE 802.11ac) testbed and

a cellular (LTE) testbed.

4.6.1.1 Wi-Fi testbed

In the Wi-Fi (IEEE 802.11ac) testbed, clients and the fog node are in the same LAN.

Broker node 1 and worker node 2 are connected via a network switch 3 linked
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Figure 4.4 : Experimental Setup Device Connection Diagram.

to the Wi-Fi AP 4 . The connections between the worker, broker, network switch,

and Wi-Fi AP are established via Ethernet connections. The fog node is linked to the

Internet through fiber Internet via the Wi-Fi AP. The devices in the LAN access the

cloud node 5 via the Fiber Internet.

The worker node is responsible for computational serving to clients, but the broker

node and cloud node can also give this service. Therefore, the worker node, the broker

node, and the cloud node are defined as computing service devices. Since there is

one cloud node and one broker node in the system, performance comparisons were

conducted using a single worker device to ensure testing in the same environment.

This article primarily focuses on the development of a system catering to the needs of
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electronic textiles, rather than dynamic resource allocation and computing offloading

in multi-worker systems.

The sole responsibility of the mock client 6 is to send previously recorded T-IoT data

to the computing service devices every 20 ms so that we can measure the performance

of these devices. The mock client connects to the Wi-Fi AP using the wireless

networking standard IEEE 802.11ac in this testbed.

The gateway device 7 conducts real-time device testing. The T-IoT device 8

measures the capacitance of the strain sensor and transmits this data to the gateway

device via Bluetooth. The gateway device transfers the data received from the T-IoT

device to the respective computing service device via Wi-Fi in the Wi-Fi testbed. As a

result, the performance of the framework is monitored under the control of a real-time

device.

4.6.1.2 Cellular testbed

In the cellular (LTE) testbed, clients transfer the data to the worker node 2 and the

cloud node 5 through LTE. The LTE testbed represents receiving services from a fog

node over the WAN. The broker node 1 in the fog node acts as an intermediary for

assigning workers within the fog and serves as a proxy for cellular tests. Hence, the

broker node is not utilized as a computing service device in the LTE testbed.

The mock client 6 sends its data to the worker node and the cloud node through an

LTE modem 9 connected via USB. The gateway device 7 is connected to the fog

node and cloud node via LTE. The attributes such as the source, quantity, and quality

of the sensor data are the same as in the Wi-Fi testbed. Differently, the mock client and

gateway device send their data to computing service devices over the Internet.

4.6.2 Experimental scenarios

The performance of the FogETex framework was evaluated through system tests using

a mock client and an actual client. The tests were conducted using recorded data from

the mock client. Test data is initially stored in memory and then sent to computing

service devices at 20 ms intervals based on the test configuration. Both outgoing
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and incoming data are tracked with timestamp information. On the actual client side,

real-time data is received from the T-IoT device with a sampling frequency of 50 Hz,

and this data is instantly forwarded to the computing service devices.

The resource consumption data of the computing service devices (CPU load, memory

usage, and bandwidth) are sent in real-time to the mock client program through a Web

socket connection using a NodeJS-based program. The code for measuring system

resources in the program is the same as the resource manager mentioned in Sec 3.2.1.

The threshold values for CPU and memory resources of computing service devices

have been set to 70% heuristically. Devices exceeding this threshold report themselves

as “busy” due to resource usage beyond this limit.

Seven identical data sets were used in the experiments, each set belonging to

data acquisition session and being 5 minutes long. For the arbitration tests, we

established and closed connections 25 times consequently. Unless otherwise specified

in characteristic graphs, bar graphs represent the mean and standard deviation values

of the results obtained in the experiments.

The Wi-Fi testbed has three main experimental scenarios “Connection to worker,

broker, and cloud”. In these scenarios, both the mock client and the actual client

connect separately to those respective devices to receive service. In all these scenarios,

the IP information of the respective devices is known by the clients, allowing them

to connect directly. The arbitration process includes an additional “Discovery and

connection to worker” experimental scenario for client devices connecting to the

system for the first time and seeking service from the worker. In this specific scenario

as outlined in Figure 3.7, the appropriate fog node and worker node are assigned,

followed by the connection to the worker device.

In the LTE testbed, there exist only “Connection to worker and cloud” scenarios.

The clients establish connections to both devices via LTE and receive computational

services. In this test bed, the broker device acts as a proxy and is responsible for

communication between workers and clients. In the arbitration process, the clients

in the WAN, despite having received services from worker devices before, request a

new fog node assignment with each connection to ensure connectivity to the nearest
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node. In the “Discovery and connection to worker” scenario, the procedure outlined in

Figure 3.8 is followed. In the “Connection to cloud’F scenario, the IP address of the

cloud device is known, allowing direct connection to the device.

4.6.3 Evaluation criteria

The metrics used in the evaluation of the FogETex framework are defined as prediction

accuracies, time characteristics, device resource usage, and network bandwidth usage,

consequently.

4.6.3.1 Prediction accuracies

The accuracy of the gait analysis deep learning model was examined in test scenarios

using Cross Entropy Loss function results, F1 Score, and a confusion matrix. In total,

the model was trained for 100 epochs. Cross-entropy results were calculated based

on Equation 4.3. F1 score was used to prevent misleading results depending on the

dataset’s erroneous outcomes, and it was calculated as follows, using precision and

recall:

Precision =
T P

T P+FP
, (4.4)

Recall =
T P

T P+FN
, (4.5)

F1 Score =
2 ·Precision ·Recall
Precision+Recall

. (4.6)

The gait analysis process involves a multiclass classification problem, and when

calculating, the macro F1 score metric was preferred and calculated using the following

equation:

Macro F1 Score =
∑

M
c=1 F1 Scorem

M
, (4.7)

where M is the number of the classes.

To examine the misclassifications of the gait analysis model on the test data in more

detail, the confusion matrix at the end of 100 epochs is presented.
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4.6.3.2 Time characteristics

The FogETex framework provides real-time computing services, making time

characteristics of utmost importance. Therefore, six time characteristics that are crucial

for clients to connect to the system and receive services have been defined as follows:

Arbitration time: It refers to the duration it takes for a client to find a suitable

worker node and for the worker to prepare the necessary setup for the client. In

these setup processes, the model for the application is loaded, and the necessary

buffers and variables are prepared. After this period, the client can send data to

the system. It encompasses the preparation time for the computing service device,

excluding “Discovery and connection to worker” scenarios.

Latency: It is the time it takes for a client to send data and for that data to enter the

computation queue.

Queuing delay: It is the time that a computation request spends waiting in the queue.

Execution time: It is the total duration during which the incoming computation

request goes through preprocessing and the deep learning modules in sequence.

Total response time: It is the duration from sending the computation request to its

return to the client.

Jitter: It represents the variation in total response time and is calculated by taking its

standard deviation.

4.6.3.3 Device resource usage

This metric is used to monitor resource usage on computing service devices. It

provides CPU and memory usage data for the respective device at one-second intervals.

High resource usage can lead to increased system latency and reduced service capacity

for other users.
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4.6.3.4 Network bandwidth usage

One of the parameters of fog computing architecture is having low network bandwidth.

Therefore, the total network bandwidth usage data for different device configurations

is provided as an evaluation criterium. Network bandwidth data represents the total of

incoming and outgoing data.

4.6.3.5 Stress test

The system is expected to handle peak loads and dynamic resource demands under

different workloads. In this way, the system’s ability to serve many users can be

analyzed. Each test performed with the mock client was repeated for different numbers

of users. Users were created within the mock client using multithreading.

4.7 Results

In this section, the experimental results of the gait phase recognition system and

the FogETex framework are examined. First, the prediction accuracies of the gait

phase recognition system are reviewed. Since the main focus of this thesis is the fog

computing framework, time performance and resource utilization are more critical than

accuracy results. In next sections, time performance, resource utilization, network

bandwidth usage, stress test, and performance benchmarking results are analyzed.

These results are used to perform a performance analysis of the framework using the

gait phase recognition system.

4.7.1 Results on prediction accuracies

Figure 4.5 shows the decrease in cross-entropy loss as the number of epochs increases.

It was observed that the loss did not change significantly after 80 epochs, and therefore,

the total number of epochs was set to 100. After 100 epochs, the loss value of the model

was calculated to be 0.6.

Figure 4.6 depicts the increase in F1Score as the number of epochs progresses. In

the first 5 epochs, the F1Score exceeds 0.75 and shows a gradually increasing trend.
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Figure 4.5 : Model train loss.

After 100 epochs, an F1Score of 0.79 was achieved. Considering that the measurement

frequency of the sensor is 50 Hz, approximately 39 correct predictions per second can

be assumed. Depending on the application of gait analysis, these 39 values can be

combined in various ways to further enhance application performance.

Figure 4.7 illustrates the distribution of predictions made based on real classes. The

toe-off, mid-swing, and heel-off classes achieved an accuracy score of more than 0.84.

However, heel-strike achieved a performance of around 0.64, and it was observed that

approximately 24% of the samples labeled as heel-strike were actually in the heel-off

class, which is the next class label.

4.7.2 Results on time performance

Figure 4.8 provides the mean arbitration times for different scenarios. In Wi-Fi testbed

and using mock client, the allocation time in the “Discovery and connection to worker”

scenario is longer compared to “Connection to worker and broker” scenarios. This is

because of the additional fog node discovery process. The broker node, being more

powerful, allocated the resources in less time than the worker node. In the “Connection

to cloud” scenario, the mock client accesses the cloud node via the Fiber Internet

network, thus this scenario requires a longer allocation time compared to “Connection
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to worker and broker” scenarios but a shorter allocation time than the scenarios in

the LTE testbed. In the LTE testbed, “Discovery and connection to worker” scenario

follows a process similar to “Discovery and connection to worker” scenario in the

Wi-Fi testbed, first discovering devices. Differently, the connection is established

via the proxy module. Therefore, it has a longer allocation time than “Connection

to cloud” scenario. In the “Connection to cloud” scenario, the mock client connects to

the Internet via a cellular network, thus it has a longer allocation time than the same

scenario in the Wi-Fi testbed.
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Figure 4.8 : Arbitration time in different scenarios.

When comparing the mean arbitration times of the actual client and the mock client,

there is a slight difference in device performance with the actual client showing slightly

lower performance. However, in all test scenarios, this trend seems to be consistent

with the arbitration time being shorter than 1 second.

Figure 4.9 gives the mean latency in different devices and testbeds. The latency in

worker and broker devices (Wi-Fi) is similar and lower than the rest of the units.

Cloud has higher latency due to its multi-hop connection. However, worker (LTE)
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Figure 4.9 : Latency in different devices and testbeds.

and cloud (Wi-Fi) have similar latency. This is because worker (LTE) involves longer

data transmission times through the air and the use of additional devices like the proxy

module. Due to the impact of the cellular network on data, cloud (LTE) has higher

latency compared to all other cases. When comparing the mock client and the actual

client, the mock client has lower latency, and the latency variation is lower compared

to the actual client.

Figure 4.10 provides the mean queuing delay in different devices and testbeds. The

broker device has the highest queuing delay because it is involved in various tasks such

as proxy and node management. Other devices have substantially lower queuing delays

since they have fewer tasks. In devices connecting via cellular networks, queuing times

are slightly increased due to variations in data arrival times. For instance, cloud (Wi-Fi)

has 1.4 ms mean queuing delay for the actual client, whereas cloud (LTE) has 1.8 ms

for the same client. Similarly, the queuing delays for the mock client are lower than

the queuing delays for actual clients as the mock client sends data more stably.

Figure 4.11 demonstrates the mean execution time in different devices and testbeds. As

expected, the worker device has the highest computation time. The broker device has a

lower execution time than the other devices because it has a more powerful processor.
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Figure 4.10 : Queuing delay in different devices and testbeds.

The connection types do not have any impact on the execution time. Similarly, the

queuing delays for the mock client and the actual client have approximately the same

execution times.

Figure 4.12 provides the total response time in different devices and testbeds. Worker

devices cause the lowest response time among their respective connection types,

indicating that workers perform their duty both adequately and effectively in the fog

architecture. The broker device also has a shorter response time compared to the cloud

device due to lower network delay. The response time for the actual client is higher

than the response time for the mock client. On average, the lowest total response time

is 10.5 ms for the mock client test and 22.3 ms for the actual client device. The highest

response time belongs to cloud (LTE), which is 131 ms for the actual client.

Figure 4.13 illustrates the variation in jitter, showing that the worker (Wi-Fi) and the

broker (Wi-Fi) have approximately 10 ms of jitter. However, this duration increases

in the LTE testbed. Both worker (LTE) and cloud (LTE) have the same level of jitter.

Considering that high jitter is not a desirable feature, worker devices outperform other

devices as expected. Jitter for the actual client and the mock client have similar values

in different scenarios.

76



Worker
(Wi-Fi)

Broker
(Wi-Fi)

Cloud
(Wi-Fi)

Worker
(LTE)

Cloud
(LTE)

0

1

2

3

4

5

6

7

8

M
ea

n 
Ex

ec
ut

io
n 

Ti
m

e 
[m

s]

4.0

0.7
1.1

3.8

1.2

3.8

0.8
1.1

4.2

1.0

Mock Client
Actual Client

Figure 4.11 : Execution time in different devices and testbeds.
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4.7.3 Results on resource usage

Figure 4.14 shows the CPU and memory usage results of computing service devices in

different testbeds. The broker device has the lowest CPU usage rate because it has a

powerful system. The proxy module, acting as a data transmitter without performing

calculations, has used less CPU. The cloud device is relatively more powerful than

worker devices and is optimized for computation, so it has lower CPU usage. Despite

being the device with the highest CPU usage, the worker device has a very low value,

around 10%.

The worker device has the lowest memory usage in all testbeds. The cloud device has

slightly higher memory usage because it stores resource data for broker and worker

devices. The broker device shows higher memory usage than expected. This is because

the broker device has the only user interface in the operating system, which increases

memory usage. Overall, memory usage is well below the threshold values set in our

experiments with the FogETex framework.
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Figure 4.14 : CPU and memory usage in different devices and testbeds.

4.7.4 Results on network bandwidth usage

Figure 4.15 shows network bandwidth usage in different devices and testbeds. The

lowest bandwidth usage is observed in the worker (Wi-Fi). The worker and cloud

devices in the Wi-Fi testbed and LTE testbed show similar bandwidth usage. However,

the broker device has higher bandwidth usage due to its various tasks, such as

transferring resource data from worker devices, fog node assignment, and proxy. The

proxy operation shows even higher bandwidth usage because it performs two-way

message transmission during its task in the LTE testbed.

4.7.5 Stress test

Figure 4.16 shows the average response time of different devices based on the varying

number of users. The error bar in the line graph represents the standard deviation,

indicating jitter. For this application, worker (Wi-Fi) has the lowest average response

time up to 6 users. Similarly, worker (LTE) performs better than cloud (LTE) up to

6 users. The broker shows worse results than worker (Wi-Fi) up to 6 users but can

serve up to 18 users and consistently outperforms the cloud at all user counts. In the
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cloud, the system continues to operate successfully up to 14 users. After this point,

jitter increases rapidly, and the system becomes unable to serve more than 16 users

using LTE and 17 users using Wi-Fi.

Although the number of users a single worker can serve is lower compared to other

devices, it is expected that a fog node will contain dozens of workers, depending on

the need. Considering the cost of the devices, the worker is significantly cheaper than

both the broker and the cloud rental costs, making it more advantageous in terms of

price performance.

4.7.6 Performance benchmarking

In this section, we aimed to compare the system’s performance with other studies.

However, due to implementation constraints, many studies have been conducted

through simulations, and many do not adhere to a common standard. As a result,

performance comparisons could only be made with the study HealthFog [262], which

has a similar structure to our work. In fact, several studies, such as Smart VetCare [247]

and FETCH [277], also utilize the FogBus [261] architecture, just like HealthFog.

HealthFog was chosen for comparison because it includes a deep learning module, like

our system, and it is developed in Python, making it the most similar study to ours. Our

gait phase recognition system has been integrated into this study for comparison.

Table 4.2 shows the performance comparison between HealthFog and our study. Our

system outperforms in many metrics, with a significant difference observed particularly

in response time and latency. In our system, the response time for worker, broker, and

Table 4.2 : Comparison performance of FogETex with other works.

Worker Broker Cloud
Metric HF FogETex HF FogETex HF FogETex
Arbitration Time [ms] 82.4 65.6 90.4 41.3 209.9 357.9
Latency [ms] 89.2 3.0 71.7 2.2 93.3 25.3
Queuing Delay [ms] 0.5 0.6 13.8 8.9 0.4 0.6
Execution Time [ms] 4.6 4.0 2.4 0.7 1.3 1.1
Response Time [ms] 101.3 10.5 107.3 14.4 174.2 52.2
Jitter [ms] 8.2 7.8 8.1 10.4 33.0 16.4
Frequency [Hz] 9.9 50.0 9.3 50.0 5.7 50.0
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cloud is 10.5 ms, 14.4 ms, and 52.2 ms, respectively, whereas in the HealthFog (HF)

study, it is 101.3 ms, 107.3 ms, and 174.2 ms. Due to the structure of the HealthFog

system and its high response time, the maximum operational frequency is 9.9 Hz, while

our system can consistently handle data at a fixed frequency of 50 Hz and respond to

these requests.

4.8 Discussion

The worker device has shown successful performance when looking at characteristics

that affect the user, such as latency, total response time, queuing delay, and jitter. This

demonstrates that fog computing possesses the characteristics it should have inherently.

In the LTE testbed, it has also outperformed the cloud. While it shows slightly worse

results in terms of execution time compared to broker and cloud devices, with more

than one worker in the system, these additional devices will decrease the average

execution time as the number of users increases.

Worker devices have higher CPU usage as they are relatively less powerful devices.

The main goal here is to establish a system with high computational power using

low-cost devices. Similar to execution time, when multiple worker devices are

connected, the total processing power is expected to be higher than that of the broker

and cloud. In terms of memory usage, however, worker devices have shown better

results.

Morover, the worker device has demonstrated the most successful performance in

terms of network bandwidth. Thus, it has shown that fog computing systems possess

many essential features such as low response time, low latency, real-time response, and

low network bandwidth. This confirms that FogETex is an appropriate platform for

e-textile applications relying on machine learning-based computational requirements.

On the other hand, when comparing the mock client and the actual client, the

mock client performed better. In the mock client, data is read from memory and

transmitted to computing devices every 20 ms. The mock client provides an ideal

testing environment for computing devices. However, the actual client showed lower

performance due to several factors, such as being a less powerful device, issues caused
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by traffic in the data transmitted from the T-IoT device, background applications, and

the load created by the graphical user interface of the mobile application.

4.9 Limitations

The proposed FogETex framework offers low latency, response time, queuing time,

jitter, and resource usage, but it also presents several challenges and limitations such as

distributed system management, security and privacy issues, data consistency, latency

and bandwidth limitations, heterogeneity, energy efficiency, and scalability. While the

distributed architecture is beneficial in terms of latency, it also increases the complexity

of the system, making resource management more difficult and raising maintenance

costs. Since electronic textile products typically handle human-related data, additional

administrative efforts will be required to ensure data security and user privacy within

the distributed fog architecture.

Another challenge is data synchronization and management. Data comes from various

devices, and it is critical that it is transmitted without corruption, as any discrepancies

could lead to incorrect predictions by the system. Although fog computing reduces

latency and network bandwidth usage, Internet infrastructure may not be sufficiently

robust in all areas, necessitating additional enhancements in those regions. The use of

different types of edge devices could lead to software and hardware issues over time.

While the proposed framework is designed to work across various device types and

operating systems, hardware and software changes may require additional effort.

One of the most significant limitations of this study is that the tests are conducted

with a single worker. Although the developed framework supports an unlimited

number of workers, an analysis of different numbers of worker devices in indoor and

outdoor operations and a review of the results are necessary. Based on these results,

system administrators can better determine the required number of devices and their

configurations according to the number of users.

Another limitation is the decrease in battery life and potential issues with data transfer

in T-IoT devices due to daily usage. At this point, the system may experience data

loss. To address this, intermittent computing techniques can be used, allowing the
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T-IoT device to operate in low-power mode. During this mode, data transfer over

Bluetooth can be interrupted, and the device can switch to data collection mode only.

Once the battery level returns to a non-critical state, the collected data can be sent to

the fog system.

When displaying resource usage in the system, it is more appropriate to normalize

it based on device performance. However, since the system includes devices with

different architectures, normalization using metrics like processor clock count may not

be accurate. Therefore, resource usage had to be presented with their original values

rather than being normalized.

In addition, since the system was tested on real devices, it is more susceptible to

external factors, leading to limitations in performance comparisons. An emulator

system that includes T-IoT devices and gateways could be developed to address this

issue. This way, external factors in the system could be controlled, allowing for more

accurate performance comparisons.

In addition to these, while fog nodes are independent within the system, there is a

limitation of a centralized approach in resource monitoring and fog node assignments.

Fully distributed or federated system architectures could make it easier to manage the

system internally. Although the complexity level would increase, the problem of node

issues affecting each other would decrease.

Using a large number of devices and continuously operating them will increase energy

consumption. Depending on changing needs, there may be limitations in terms of

energy efficiency. Finally, scalability is a key limitation for ensuring the continuity

of services within the system. Although the framework offers dynamic flexibility in

adding devices, physically installing these devices and identifying regional needs for

devices will still be necessary.

4.10 Conclusion

In this thesis, we proposed a novel fog computing-based framework for electronic

textile applications. The FogETex framework challenges the computational load

of low-power microcontrollers commonly used in electronic textile products, thus
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enabling designers to address concerns about comfort. Since the framework is

developed as the platform as a service model, it can be used not only for e-textile

products but also for other applications that require fog computing architecture. The

framework has been developed using a cross-platform software approach, allowing it

to run on different processors and operating systems. In the infrastructure, computation

services can be sent in sequence through bidirectional peer-to-peer connections using

Web socket connections. For single requests, queries are made through HTTP

RESTful API connections. The framework has been developed using NodeJS for

communication processes and Python for deep learning-based computation services.

A user interface is developed for resource monitoring of devices and tracking the fog

structure.

The system is tested with a real-time and real-world problem using deep learning-based

gait phase analysis, in which textile-based capacitive sensors are used for phase

prediction. The entire system, from the sensor to the fog node and cloud, is

implemented and tested from a holistic perspective. In the framework tests, system

performance in an ideal environment using mock client tests as well as real-world

results using an actual client test with a mobile application were examined. The

time characteristics, resource usage, and network bandwidth usage of the FogETex

architecture were studied in different devices and testbeds. The worker devices in the

FogETex infrastructure have shown low latency, low response time, low queuing time,

low jitter, and low bandwidth usage in different experimental scenarios, demonstrating

that they meet the requirements of fog computing. This system supports a large number

of users and has a lower latency compared to its competitors in the literature.
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5. ASSISTIVE SOFT ROBOTIC GLOVE CONTROL USING FogETex

In this chapter, we present a novel IoT system for remote rehabilitation using FogETex

framework. This system utilizes a sensing Textile-based IoT glove (T-IoT [278]

glove) as the master and a pneumatic actuating T-IoT glove as the slave within a

remote rehabilitation framework. In this study, we also validate the performance

of the closed-loop control system through the cloud computing system. Equipped

with capacitive textile sensors on each finger, the T-IoT glove is paired with a

wireless transmitter incorporating a machine learning-based recognition of the finger

movements of the medical staff. The actuating T-IoT glove mimics the finger motions

captured by the sensors to assist individuals remotely with the required motions.

The sensing T-IoT glove system integrates a Beetle Bluetooth Low Energy (BLE)

for the acquisition of sensor signals and transmitting them to the cloud via the

medical staff’s client program. The cloud system employed signal processing and

machine learning analysis techniques to facilitate comprehensive telerehabilitation,

requiring preprocessing and pattern identification to efficiently control the actuating

T-IoT glove. Cloud services are utilized to boost response time with minimal latency

and fast transmission, as well as to reduce computational load [142,144]. This

entails transferring the healthcare system’s service module to the cloud, assigning

computing resources according to users’ health conditions, and facilitating prompt

interaction through Transmission Control Protocol (TCP) and Internet Protocol (IP).

The computation unit in the cloud performs gesture recognition with a 93.95%

accuracy using Machine Learning (ML) techniques applied to the sensor data from

the sensing T-IoT glove. It generates real-time control commands for the actuating

T-IoT glove. The actuating T-IoT glove replicates the recognized actions, while

computational tasks are efficiently handled by the cloud system, leaving only the

communication tasks to run on edge devices with low computational resources.
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To our knowledge, no existing system offers hand gesture recognition through a

sensing T-IoT glove and consequent remote control of the actuating T-IoT glove

utilizing machine learning over a cloud computing system all performed in real-time.

We anticipate that combining cloud computing with machine learning-driven signal

analysis will open up fresh opportunities, facilitating distinctive automatic detection,

recognition, and prediction abilities in areas such as healthcare assessments and

home-based rehabilitation.

5.1 System Architecture and Material Designs

The structure of the proposed telerehabilitation system based on cloud computing is

illustrated in Figure 5.1. It comprises three main components: a sensing T-IoT glove

for gesture recognition, an actuating T-IoT glove for rehabilitation, and an intermediate

cloud computing architecture connecting the two gloves.

textile-based
actuator

Actuating T-IoT
Glove 

pneumatic
pipes 

Human Patient 

control box

Cloud 

Sensing T-IoT
Glove 

IMU

 textile-based
capacitive

sensors

transmitter 
module

Medical Staff 

a) b)

Data Processing

Figure 5.1 : Telerehabilitation over the cloud with the medical staff wearing a
sensing T-IoT glove and the human patient wearing an actuating T-IoT glove for

telerehabilitation: a) Sensing T-IoT glove, b) Actuating T-IoT glove.

5.1.1 Design of the sensing T-IoT glove

The sensing T-IoT glove consists of five capacitive-based textile sensors that are highly

stretchable, making them fit the human hand. These highly sensitive capacitive sensors
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consist of two layers of knitted fabric coated with silver nanoparticles (Shieldex

Medtex-130, V Technical Textiles Inc., USA), which are utilized as upper and lower

electrodes. Additionally, a silicon layer (Ecoflex 00-30, SmoothOn Inc., USA) works

as the dielectric material between them.

The change in capacitance in capacitive sensors is typically due to variations in the size

of the sensor and can be utilized for detecting joint movements [278]. Figure 5.1(a)

illustrates the sensing T-IoT glove, its sensors on the fingers, and the transmitter

module on the wrist area. Silicon is cast on a conductive fabric with the desired

thickness according to the required application, which also affects the performance of

the sensor in terms of sensitivity and working range. The manufacturing methodology

of these capacitive sensors, along with their working principle and characterizations

are explained in detail in our previous work [47].

After cutting the electrodes into the desired shapes using a laser cutting machine,

particularly along the sides of the fingers, the silicon was cast. Following the

silicon casting, these layers were merged and left to cure in an oven. Once shaped,

the sensors were carefully positioned over the fingers of the glove. Connections

with the Beetle BLE (DFRobot, Shanghai, China) development board and MPR121

capacitive sensor controller (Adafruit, New York, USA) were established using

Thermoplastic PolyUrethane (TPU) coated conductive yarns. This approach ensures

that the flexibility of the sensing T-IoT glove is not compromised and prevents the yarns

from getting into contact with each other, thus minimizing the risk of short circuits and

reducing parasitic capacitance.

5.1.2 Design of the actuating T-IoT glove

The key components of the proposed actuating Textile-based IoT glove are illustrated

in Figure 5.1(b). The actuating T-IoT glove consists of textile-based knitted actuators

capable of extending and bending upon applied force. The creation of such anisotropy

is made possible by arranging the dorsal and plantar surfaces of the produced shells

of the actuators to lead to localized expansion of fabric and actuator bending motion.

This arrangement of knit loops and courses per centimeter in the computerized knitting

machine (SHIMA SEIKI) controls needle yarn carriers simultaneously to create
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desired patterns. Another promising advantage of using computerized knitting during

the production of actuators is eliminating the burdensome, time-consuming steps of

producing actuators via the cut-and-sew approach, which requires manual assembly.

The machine we employed allows for controlled mass production and reduces variation

in products caused by manual assembly, meeting the demands of the health sector.

Within these actuators, TPU sheets (Stretchlon 200, Fiber Glast) are utilized to create

flexion and extension air pouches sealed by welding (impulse sealer PCS 300, Brother).

The actuators are then mounted onto a base and worn using Velcro finger cuffs.

Each bladder was manufactured by laser cutting two identical rectangles measuring

17 × 2.5 cm. The pneumatic system has been designed to provide forces to the

actuators that will lead to their inflation, enabling the required action through fingers

that are detected, processed, and conveyed via the sensing T-IoT glove and cloud

computing. Eventually, the actuating T-IoT glove provides safer interactions with

patients, thanks to the inherent lightweight and compliant nature of textile products. As

these components communicate with each other via the Internet using IoT protocols,

it ultimately causes the patient’s hand to close and open during the therapy session.

Detailed information about the material and methodology can be found in [8].

5.2 Data Processing

The proposed system consists of three main components: the sensing T-IoT glove, the

actuating T-IoT glove, and the cloud. Figure 5.2 illustrates the sensor and control

signal transmission architecture of the proposed system. The exercise movements

performed by the medical staff. The sensing T-IoT glove captures the medical staff’s

finger movements via the capacitive sensors and transfers these data to a computer

via Bluetooth, and then to the cloud in real time via the Internet. The cloud system

processes the sensor data from the sensing T-IoT glove using signal processing and

machine learning techniques to generate appropriate control signals for the actuating

T-IoT glove. In addition to computing services, it also establishes a communication

infrastructure for data transfer between the sensing and actuating T-IoT gloves. The

actuating T-IoT glove worn by the patient is responsible for executing the exercise

movements received from the medical staff.
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Figure 5.2 : System architecture of sensor and control signals transmission.

5.2.1 Data processing in the sensing T-IoT glove

The sensing T-IoT glove consists of five textile-based capacitive strain sensors and

a transmitter module. The strain sensors are placed on the fingers. Depending on

the movement of the fingers, there is a change in capacitance due to the mechanical

alteration in the length and thickness of the sensor. Because of this mechanical effect,

the capacitance increases when a finger is in a closed position and decreases when it is

in an open position.

The transmitter module consists of a Beetle BLE, an MPR121 capacitive sensor

controller, and a 3.7 V LiPo battery. The MPR121 capacitive sensor controller is used

to measure the capacitance of the textile-based capacitive strain sensors. One end of

each sensor is connected together and attached to the ground of the module, while

the other ends are connected to the electrode inputs. The module charges the sensors

by providing the configured current value to each sensor individually for the assigned

duration. The charge stored in the capacitance sensor is calculated as follows:

Q = I ·T, (5.1)

where Q is the stored charge, I is the assigned current value, and T is the charging

time. The stored charge creates a voltage on the capacitive sensor, which is calculated

as follows:

Q =C ·V, (5.2)
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where C is the capacitance value of the sensor, and V is the voltage value resulting from

the stored charge. At the end of the charging period, the capacitive sensor controller

measures this voltage value via electrodes accessed through I2C. The values of I and T

are determined during the configuration stage, and since the value of V can be obtained

from the module, the capacitance value of the sensor is calculated as follows:

I ·T =C ·V (5.3)

C =
I ·T
V

(5.4)

The minimum capacitance and supply voltage of the sensors are used to configure the

values of I and T . Using Equation (5.4), I ·T can be determined as follows:

I ·T <Cmin ·Vdd, (5.5)

where Cmin is the minimum capacitance value, and Vdd is the supply voltage of the

capacitive sensor controller. Additionally, the capacitive sensor controller incorporates

a 2-level filter structure to denoise the capacitance measurements.

The Beetle BLE, which is an Arduino-based development board, collects the voltage

values generated by the strain on the sensors in all five fingers at a sampling frequency

of 50 Hz using the I2C protocol. These collected data are transmitted in real-time to a

computer via Bluetooth. In the computer environment, a developed interface receives

the data and transfers it to the cloud via a TCP socket connection established with the

cloud.

5.2.2 Data processing in the cloud architecture

The cloud architecture has two primary tasks: communication and computation. In

the communication task, data from finger sensors sent by medical staff is received

via a socket connection. These data are added to the buffer associated with the user.

Subsequently, through feature extraction, normalization, and machine learning, the raw

sensor data for each finger is transformed into four control states: “Opening”, “Open”,

“Closing”, and “Close”. These control signals are then transmitted in real-time to the

actuating T-IoT glove on the patient site via a socket connection.

The communication module in the cloud serves as a socket server that connects the

patient and the medical staff. Users and medical staff connect to the system using
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tokens created specifically for them. These tokens contain the role and meeting

information of the users, which is used to match them accordingly. Information from

the medical staff’s sensing T-IoT glove is processed and sent as control signals to the

patient’s actuating T-IoT glove.

Additionally, the communication module transfers sensor data from the medical staff

to the computation module. The computation module can be configured within the

same cloud device or across different cloud devices. To minimize network latency, it

is recommended to have the computation module within the same device.

The computation module is responsible for processing the sensor data transmitted by

the communication module. As soon as a medical staff connects to the system, the

computation module creates an object for the therapy service. This object contains a

buffer for storing real-time data for each finger, calibration parameters specific to the

fingers, and machine learning models. The buffer is used to extract time series features

from the real-time incoming data.

To use machine learning, raw data, as well as the first, second, and third derivatives

of the data for each finger, are extracted. These features are then normalized using a

standard scaler [279]. To determine the parameters of the standard scaler, the medical

staff is expected to perform several consequent grasp movements for calibration when

connected to the system. After this period, the standard deviation (SD) and mean

values of features for each finger are recorded for the standard scaler, and the same

calibration parameters are used throughout the operation.

The extracted features are converted into control signals using pre-trained classification

models for each finger. In this study, models were trained using machine learning

methods such as Logistic Regression (LR), Decision Tree (DT), K-Nearest Neighbors

(KNN), Multilayer Perceptron (MLP), and XG-Boost (XGB). The grid search method

was used for hyperparameter tuning to improve the performance of the models. The

trained models are stored in the cloud and are loaded into their respective objects each

time a new medical staff connects to the system.

The real-time predictions of finger states made by the machine learning models are

transmitted to the communication module, to be further sent to the patient in real
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time via a socket connection. The use of socket connections in the communication

module establishes a seamless end-to-end data bridge between sensing and actuating

T-IoT devices. This prevents the need to repeatedly establish connections for each

data transmission, as required in systems utilizing SOAP or REST, avoiding repeated

handshaking operations.

Furthermore, the actuating T-IoT glove application does not need to continuously

query the server to check if a control signal has been generated. When a signal is

generated, it is directly transmitted to the device by the server.

5.2.3 Control of the actuating T-IoT glove

The actuating T-IoT glove operates on the principle of fluidic drive. Pressurized air

created by an air pump reaches the bladders through valves. There are two bladders

for each finger. When air is supplied to the upper bladder, the actuator bends; when air

is supplied to the lower bladder, the actuator extends. When pressurized air is given

to one bladder in a finger, the air release valve of the other bladder opens, and the air

inside is expelled due to the pressure created by the inflation of the other bladder. The

working principle and control scheme of the valves are addressed in detail in [8].

The client application on the patient’s computer facilitates the connection between the

cloud and the actuating T-IoT glove. The control signal generated by the cloud is sent

to the patient’s computer. The client application transmits the control signals to the

microcontroller of the actuating T-IoT glove via the serial port. The microcontroller

initiates the task of opening or closing the respective finger whenever there is a change

in the current finger state.

To detect the opening and closing actions of the fingers, the microcontroller is equipped

with a pressure sensor for each bladder. Before starting rehabilitation, the open and

closed positions for each finger are set via the client screen, and the threshold values

for the bladders are determined. When a bladder reaches its threshold value in the

opening or closing state, the movement is considered complete. The microcontroller

controls each finger individually. If multiple fingers are moving simultaneously, the
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pressure in each finger is controlled separately. If one finger completes its movement,

pressurization for that finger stops while the others continue their movements.

5.3 Experiments

In this section, the test conditions for evaluating the proposed telerehabilitation system

are described. Details about the characterization of T-IoT gloves, data collection and

labeling, demographic information of the test subjects, as well as the experimental

setup, experimental scenarios, and evaluation criteria are provided in detail.

5.3.1 Characterization of T-IoT gloves

In this study, a Sensing T-IoT Glove was used to detect the finger movements of

medical staff, while an Actuating T-IoT Glove was employed to move the patients’

fingers. Unlike previous studies, the characterization of sensors and actuators is

associated with finger motion, since in this study the focus is on finger movement.

During the testing of both gloves, finger movements were detected using a label-based

image processing technique.

In the tests, the index finger was used. Labels were placed on the Distal Phalanx

(DP), Proximal InterPhalangeal joint (PIP), and MetaCarpoPhalangeal joint (MCP) of

the index finger, as well as on the thumb side as shown in Figure 5.3(a). By using

image processing techniques, the positions of these points were determined. The angle

formed by the DP and MCP points at the PIP point was identified and symbolized as

α .

The bending angle of the index finger (β ) was defined as the angle of the arc formed

by the bending of the finger (Figure 5.3(b)) and calculated as follows.

β = 360−2×α (5.6)

The bending angle ranges between 0° and 360°. A bending angle of 0° corresponds to a

fully straight finger, also referred to as the “Open” position. An angle of 360° indicates

full flexion or the “Close” position. However, physically achieving a complete 360°

closure is impossible, as it would require the two labels to overlap.
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Figure 5.3 : Label Configuration for Bending Angle Calculation of Finger
Movement: (a) Label Placement on the Index Finger, (b) Bending Arc Representation

of Label Positions.

In the finger bending angle experiments of both sensing and actuating T-IoT gloves, an

8-cycle test was conducted following 4 cycles of preliminary tests, which all involve

consequent flexion and extension movements.

5.3.2 Dataset and labelling

A machine learning-based control technique is applied for controlling the actuating

T-IoT glove using the data from the sensing T-IoT glove. Machine learning is used

to detect the states of the fingers, and the actuating T-IoT glove moves according to

these states. To utilize machine learning techniques, appropriate data collected under

suitable conditions is necessary. In this study, data is collected from 12 test subjects

with an average age of 27.3 years, average anthropometrics hand data [280] of hand

length of 17.1±1.3 cm, and hand breadth of 7.9±0.5 cm. Demographic information

of the test subjects is provided in Table 5.1. Eight of the test subjects are female and

four are male. Excluding the data collected for calibration in the dataset, an average

of 161 minutes of data per finger has been used for machine learning. This study was

approved by the Ethics Committee of Istanbul Technical University Human Medical

and Engineering Research (SM-INAREK-2021-03). Written informed consent was

obtained from all participants prior to data collection.

A procedure for data collection was laid down with medical experts the sensing T-IoT

glove shown in Figure 5.4(a) was worn to the right hand. At the beginning of the test,

subjects were instructed to open and close their hand as shown in Figure 5.4(b) several
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Table 5.1 : Test Subject Demographic Information

Anthropometrics Hand Data
Test Subject Age Sex Height

(cm)
Weight

(kg)
Hand Length

(cm)
Hand Breadth

(cm)
1 32 Male 172 92 19.2 8.7
2 25 Female 157 53 15.4 7.5
3 28 Female 167 50 17.5 7.5
4 31 Male 173 70 18.0 8.5
5 26 Female 164 55 18.5 8.0
6 31 Female 161 60 15.0 7.5
7 22 Male 181 67 17.0 8.5
8 22 Male 183 62 17.0 8.0
9 23 Female 167 69 18.0 8.5
10 40 Female 168 65 17.0 7.0
11 21 Female 163 69 16.0 8.0
12 27 Female 158 51 16.0 7.5

Average 27.3 F: 8 167.8 63.6 17.1 7.9
SD 5.5 M:4 8.2 11.5 1.3 0.5

times. This data was used for the calibration of normalization parameters specific to

each test subject. All data, including calibration data, was saved into separate files

during experiments.

After the calibration stage, subjects were asked to perform different movements.

The experimenter shows the movement to the test subject at the beginning of each

new movement. After the experimenter confirms that the test subject has correctly

performed the movement, the recording of the test is initiated. Each movement was

repeated sequentially 30 times. Subjects were instructed to wait around one second

in the “Close” and “Open” states of the movements. They were allowed to perform

movements at any speed they favored. During the movements, subjects were also

asked to label active fingers using buttons. A five-second break was given to the subject

before each new movement.

First, the test subjects performed a fist gesture, fully opening and closing the hand

as depicted in Figure 5.4(b). Afterwards, they individually opened and closed each

finger, as shown in Figure 5.4(c). Following them, they opened the thumb while

closing and opening the other four fingers 30 times (Figure 5.4(d.I)). Finally, they
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Figure 5.4 : a) Sensing T-IoT glove and its fingers. b) Sensing T-IoT glove calibration
and fist movement: open hand and close hand. c) Single finger closing and opening: I.
Thumb, II. Index, III. Middle, IV. Ring, V. Pinkie. d) Motions with a combination of
fingers closing and opening: I. Open thumb and other fingers close, II. Cylindrical

pinch with thumb and index, III. Cylindrical pinch with thumb and middle, IV.
Cylindrical pinch with thumb and ring, V. Cylindrical pinch with thumb and pinkie.

sequentially touched the rest of the fingers with the thumb in cylindrical pinch

movements, completing the data collection process as shown in Figure 5.4(d.II-V).

The gestures performed by the sensing T-IoT glove and their corresponding gestures

executed by the actuating T-IoT glove are depicted in Figure 5.5. Figure 5.5(a,b)

presents the “Open” and “Close” states of the T-IoT gloves, which are critical for

grasping and releasing motions. Figure 5.5(c,d) illustrates the necessary individual

finger movements essential for single-finger exercises.

A GUI is designed for the experimenter as shown in Figure 5.6. This GUI is organized

into several rows and columns, each displaying specific information and controls. In

the first row, instantaneous analog values from the finger capacitive sensors are shown.

The second row contains five columns: the first three columns display the X, Y, and

Z gyroscope values of the glove, which are used to calculate its orientation, although

these values are not utilized in this study. The fourth column in this row indicates the
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Figure 5.5 : a) Sensing T-IoT glove calibration and fist movement: open hand and
close hand. b) Actuating T-IoT glove calibration and fist movement: open hand and
close hand. c) Sensing T-IoT Glove single finger closing and opening: I. Thumb, II.

Index, III. Middle, IV. Ring, V. Pinkie. d) Actuating T-IoT Glove single finger closing
and opening: I. Thumb, II. Index, III. Middle, IV. Ring, V. Pinkie.

Figure 5.6 : Experimenter Graphical User Interface of the Sensing T-IoT Glove Data
Acquisition and Labelling System.
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cycle count of the current test, incrementing each time the state changes from “Open”

to “Closing”. The fifth column shows the duration of the test.

The third row illustrates the active or moving status of the test fingers—Thumb, Index,

Middle, Ring, and Pinkie—using green to represent active fingers and white for passive

ones, arranged according to the test name. Finally, the fifth row is dedicated to test

operations, featuring the test name on the left, the Test Start Button in the middle, and

the Test Stop Button on the right.

Data from the glove is received in real-time through a Bluetooth module connected to

the computer. The GUI communicates with this module via the Serial Port. Although

data from the glove is sampled at a frequency of 50 Hz, the GUI updates the displayed

data at a screen refresh rate of 10 Hz to improve performance and ensure the changes

can be effectively tracked. The test subject’s name is entered through a configuration

file. The test is performed by the subject is selected from the “test name” combo box,

and active fingers are automatically chosen based on the selected test. The filename for

each test is automatically generated according to the selected test name. Data collected

during the tests is temporarily stored in a buffer and written to the file in bulk every 5

seconds.

Additionally, in the developed Web interface, sensor data from the 5 fingers and the

user’s labels are displayed in real-time (Figure 5.7). The GUI sends the data it receives

from the Bluetooth module in real-time to the web interface via WebSocket. The

client program of the web interface instantly transfers the incoming data to charts.

The experimenter monitors the data collection process, identifies any issues, and notes

errors. After the experiments, the collected data are labeled manually as “Opening”,

“Open”, “Closing”, and “Close”.

5.3.3 Experimental setup

In the proposed system, real-time data from the sensing T-IoT glove worn by the

medical staff is converted into control signals for the actuating T-IoT glove worn by the

patient. This setup provides telerehabilitation infrastructure for medical staff-patient

interactions at separate locations.
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Figure 5.7 : T-IoT Glove Finger Sensor Virtualization Interface.

Performance testing of the developed system utilized a traffic generator and cloud

devices as follows.

1 Traffic generator and receiver: Dell Inspiron 15 5000 (Intel Core i7-8550U CPU
@1.80GHz, 32GB DDR4 RAM, 240GB SSD, and Windows 11 Enterprise 64-bit).
Software: Node.js v18.15.0 and Python 3.9.13.

2 Cloud device: Digital Ocean VPS (2x Dedicated Premium Intel CPU, 8GB RAM,
50GB SSD, Cloud Location: Frankfurt/Germany).

Traffic generator and receiver 1 replicates the clients of the sensing and actuating

T-IoT gloves. To prevent synchronization issues that may arise from using different

devices, tests were conducted solely on one traffic generator.

Cloud device 2 provides computational services and communication infrastructure to

IoT devices. It processes sensor data coming from the medical staff’s application,

converts it into control signals, and then sends the processed data to the patient’s

application. In this way, it acts as a bridge between the patient and the medical staff.

During the experiments, both applications are initiated simultaneously and connected

to the cloud. At this stage, the medical staff’s application informs the cloud about the

machine learning model it intends to use during the connection. The cloud application

loads the registered model, creates necessary buffers for sensor data, and generates

objects associated with them.
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After the preparations are completed the medical staff’s application receives a

notification. Subsequently, the medical staff’s application starts to send the previously

recorded data sampled at a frequency of 50 Hz. This procedure is repeated similarly

for 11 different movements for each test subject. Tests for all machine learning models

are repeated using the same procedure. The reason for using recorded data in the

performance tests of the proposed system is to ensure that the tests for all models are

conducted under the same conditions.

For the evaluation of machine learning performance, the data was randomly split into

75% training and 25% testing sets. The same training and testing sets were used across

all machine learning models. Hyperparameter tuning was performed using the grid

search method. The parameters of the classifiers are given in Table 5.2, and the rest of

the parameters are set as default.

Table 5.2 : Model Parameters of The Classifiers.

Classifier Parameter Value
LR Inverse of regularization strength 100
DT Minimum samples required to split as internal node 8
KNN Number of neighbors 20
MLP Activation function for the hidden layer tanh
RF The number of trees in the forest 20

XGB
Number of gradient boosted trees 25
Maximum tree depth for base learners 18

5.3.4 Evaluation criteria

Accuracy analysis has been conducted for the performance of the T-IoT devices

and trained models. Criteria such as time characteristics, cloud assessing resource

usage, and network bandwidth usage have been used to examine the performance

of the cloud computing and communication modules. The definitions for the time

characteristics are provided in Section 4.6.3.2, resource usage in Section 4.6.3.3, and

network bandwidth usage in Section 4.6.3.4.

102



5.3.4.1 Accuracy criteria

Accuracy, recall, precision, and F1 score metrics were used to evaluate the performance

of the trained models in this study. The following equation was used for calculating

accuracy:

accuracy(y, ŷ) =
1
N

N

∑
i=0

1(ŷi = yi), (5.7)

where yi is actual label of the i-th sample, ŷi is predicted label of the i-th sample, N is

sample numbers.

The recall, precision, and F1 score metrics were calculated as follows:

Pc =
T Pc

T Pc +FPc
, (5.8)

Rc =
T Pc

FNc +T Pc
, (5.9)

F1c =
Pc ·Rc

Pc +Rc
, (5.10)

where Pc is precision score for class c, Rc is recall score for class c, and F1c is F1 score

for class c. T Pc is true positive prediction of class c, FPc is false positive prediction of

class c, and FNc is false negative prediction of class c. The final scores for precision,

recall, and F1-score, as well as the average performance of all models, were calculated

using the macro-average method as follows:

MacroScore =
∑

M
c=0 Scorec

M
, (5.11)

where Scorec is the score of the c-th class and M is the number of the classes.

5.4 Results

In the first two sections, the performance of the sensing T-IoT glove and the actuating

T-IoT glove with respect to bending angle is examined. Then, the performance

analysis of the sensing T-IoT glove was conducted by examining the accuracy of

models trained using different machine-learning methods on the created dataset.

Subsequently, the trained models were integrated into the cloud, and their end-to-end

operational performance was evaluated. In these tests, parameters such as time
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performance, resource usage, and network bandwidth usage were examined to analyze

the impact of different machine learning models on cloud computing. Additionally,

using the FogETex framework, various concurrency, and inter-process communication

techniques were tested on the worker device. Furthermore, a multi-worker structure

was also tested with this application.

5.4.1 Characterization of sensing T-IoT gloves

In this test, the test subject was asked to open and close their finger at different speeds.

The average closing time of the finger was 1.54 seconds, while the opening took 1.88

seconds in average. Including the average waiting times between each cycle, one

complete cycle lasted approximately 6.06 seconds.

The bending angle-capacitance graph for the index finger of the Sensing T-IoT Glove is

shown in Figure 5.8. While the angle values range from 0.1° to 240.4°, the capacitance

values vary between 147.6 pF and 160.1 pF. The closing movement produced a more
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Figure 5.8 : Capacitance Change of Textile-based Sensor During Index Finger
Movement.
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linear result, whereas the opening movement resulted in a more curved pattern and

had lower capacitance values compared to the closing movement. This discrepancy is

thought to be due to the recovery behavior of the textile structure.

5.4.2 Characterization of actuating T-IoT gloves

In this test, the test subject holds his/her finger without applying any force, and the

flexion bladder is pressurized up to 150 kPa for the flexion movement, while the

extension bladder is used during the extension movement. When one bladder is

pressurized, the exhaust valve of the other bladder is opened, allowing air to escape

into the atmosphere.

The flexion movement took an average of 5.92 seconds, while the extension movement

lasted 3.45 seconds. A waiting time of 1 second was applied between movements,

resulting in an average cycle duration of 11.37 seconds. The actuator was operated

slower than the sensing glove to minimize the risk of potential harm to the patient

whereas the system is capable of operating at a faster rate.

Figure 5.9 shows the angle change of the index finger in response to pressure applied

by the Actuating T-IoT Glove. The shared pressure data pertains to the flexion bladder,

which is directly related to the flexion movement. The results show that the flexion

movement exhibited a more linear response to the applied pressure, while the extension

movement responded more slowly to pressure reduction. The pressure values ranged

from 102.8 kPa (approximately atmospheric pressure) to 150.0 kPa. Correspondingly,

the angle values varied between 32.8° and 185.0°. It was observed that the finger’s

bending and extension movements had a slightly smaller range compared to a healthy

person. This limitation is expected, as the Actuating T-IoT Glove contains exoskeletal

actuators, which naturally restrict movement to some extent.

5.4.3 Results on accuracy

For the control of the actuating T-IoT glove, data was collected from 12 test subjects

using the sensing T-IoT glove, with approximately 161 minutes of data for each

finger. During data collection, the test subjects labeled the data as “Opening”, “Open”,

“Closing”, and “Close”. The dataset collected from test subjects is divided into training
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Figure 5.9 : Change of Index Finger Bending Angle During Flexion and Extension
Movement of Textile-based Actuator.

(75%) and test (25%) sets. Separate models were trained for each finger using different

machine learning methods. Table 5.3 presents the results of different machine learning

methods trained for each finger based on the F1 score metric. Table 5.4 shows the

average scores of the machine learning methods for all fingers.

When the scores of models trained with different machine learning methods were

examined, the Random Forest (RF) method emerged as the most successful across

all fingers. The RF models achieved a performance of 91.53 on the thumb and above

94.50 on the other fingers. The lower performance on the thumb is thought to be due to

the thumb traveling a shorter distance than other fingers while closing, those moving

more quickly, especially in actions involving multiple fingers moving simultaneously.

When compared with other methods based on F1 score, the XGBoost (XGB) and

Decision Tree (DT) models achieved performances close to that of the RF models,

with differences of 0.10% for XGB and 0.50% for DT. K-Nearest Neighbors (KNN)

showed a 1.77% lower performance, Multi-layer Perceptron (MLP) showed a 4.45%

lower performance, and Logistic Regression (LR) showed a 7.32% lower performance.
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Table 5.3 : F1 Scores of Individual Finger Models

Classifier Thumb Index Middle Ring Pinkie

LR 79.05 87.97 89.45 88.66 88.01
DT 90.90 94.13 94.06 94.09 94.08
KNN 88.38 92.43 92.57 92.56 92.48
MLP 83.63 90.67 91.50 91.02 90.69
RF 91.53 94.56 94.51 94.52 94.64
XGB 91.36 94.39 94.46 94.43 94.60

Table 5.4 : Average Performance of All Models

Classifier Accuracy Recall Precision F1Score

LR 87.32 85.89 87.65 86.63
DT 93.93 93.49 93.42 93.45
KNN 92.24 91.86 91.52 91.68
MLP 90.01 89.62 89.43 89.50
RF 94.40 93.93 93.98 93.95
XGB 94.30 93.85 93.85 93.85

It was observed that tree-based models are more successful in solving the problem with

the collected dataset.

Figure 5.10 shows the confusion matrices for the most successful model results, which

belong to the RF models. Figures 5.10(a)-(e) present the confusion matrices for models

trained separately for each finger. Figure 5.10(f) provides the combined results of

models trained for each finger using the RF method. The confusion matrices for models

trained using other classifiers are provided in Figures A.1-A.5 (Appendix B). When the

confusion matrices are examined, it is evident that the majority of the data, as expected,

lies on the diagonal of the matrices. The mispredictions are generally concentrated in

states that transition into each other. In the dataset, the states progress cyclically as

“Open”, “Closing”, “Close”, “Opening”, and “Open”. Given that transitions between

states posed similar challenges during human labeling, it is understandable that the

models also struggle with these predictions. Misclassifications are minimal for labels

with distinct states in between, such as “Closing” to “Opening” or “Open” to “Close”.
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Figure 5.10 : Confusion Matrices of Random Forest Classifier for Different Fingers.
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5.4.4 Results on time performance

The developed cloud system provides real-time computation and data communication

between medical staff and their patients. Therefore, the timing performance of the

system is of significant importance. To measure the system’s timing performance, the

following metrics were used: arbitration time, latency, queuing delay, execution time,

jitter, and total response time.

Figure 5.11 shows the preparation time of the system for different classifiers when

a medical staff initiates a therapy request. The models for the classifiers are trained

and saved to the system’s computing module when it is first started. When a new

medical staff starts a session, the saved model is loaded, and the necessary preliminary

preparations for signal processing and feature extraction are made. Once these

preparations are completed, the system notifies the medical staff and the patient that it

is ready through the client program.

In the system, except for the type of trained model, all procedures such as signal

processing and feature extraction are the same for all models. Therefore, classifiers

with larger model sizes have longer arbitration times due to the length of file reading
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Figure 5.11 : Arbitration time for different classifiers.
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operations. The lowest average arbitration time was observed in tests using MLP

at 613.1 ms, while the highest was observed using XGB at 885.1 ms. Models

with multiple tree structures also had high arbitration times. Additionally, the

system prepared with kNN showed high arbitration times because, instead of using

a mathematical equation, the entire training set is loaded, and predictions are made

based on the proximity to the training elements. When examining the results, even the

longest time is under one second, so the arbitration times for all models are quite low.

When a medical staff connects to the system, he/she can start receiving computation

services from their dedicated system within one second.

Figure 5.12 shows the latency scores for therapies using different classifiers. The

lowest average latencies are from KNN and LR, with scores of 23.0 ms and 23.3 ms,

respectively. The other classifiers have latencies above 23.5 ms. Although the other

models have slightly worse results, they can still send their data to the computation

module with a delay of up to 25 ms.
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Figure 5.12 : Latency for different classifiers.

Figure 5.13 presents the average queuing delays for therapies using different classifiers.

All models have very low and similar queuing delays of 0.2 ms, starting the data

processing promptly.
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Figure 5.13 : Queuing delay for different classifiers.

Figure 5.14 shows the time taken to process incoming sensor data and make state

predictions for each finger. The lower the execution time, the more therapies the system

can handle simultaneously. Therefore, execution time is one of the most important

metrics for the system. According to the results, LR and DT therapies have the lowest

execution time with scores of 0.9 and 1.0 ms, respectively.

Figure 5.15 displays the average response times for therapies using different classifiers.

The best scores are similar to previous results, with LR and DT models achieving 47.5

ms and 48.4 ms, respectively. The highest response times are observed with kNN,

RF, and XGB. Overall, all models have an average delay of around 50 ms, which

means they can provide real-time services. However, for faster response times, it is

recommended to use models trained with LR and DT methods.

Figure 5.16 illustrates the jitter, or the variation in response time, for models trained

with different classifiers. The lowest jitter is observed in models trained with LR at

2.0 ms, followed by DT and KNN at 2.3 ms. The highest jitter is seen in models

trained with RF and XGB at 3.0 ms. High jitter can negatively affect synchronization

between commands, potentially causing therapeutic movements to be shorter or longer
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Figure 5.14 : Execution time for different classifiers.
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Figure 5.16 : Jitter for different classifiers.

than intended. However, since the obtained jitter values are relatively short compared

to hand movements, they can be considered negligible.

5.4.5 Results on resource usage

In computational systems, resource utilization directly affects various time metrics

such as response time, queuing delay, and execution time. The higher the resource

usage, the longer the system will take to respond to new processes. Additionally, lower

CPU consumption indicates that the system can serve more users and also results in

lower cloud costs.

Figure 5.17 shows the resource consumption during therapy for models developed with

different classifiers. The lowest CPU usage is observed with LR and DT models at

6.9% and 7.0%, respectively. For memory usage, the lowest values for LR and MLP

are both 8.4%, while DT has a slightly higher minimum at 8.8%. The highest CPU

usage is 20.8% and the highest memory usage is 14.2%, both for XGB. Given the

lower CPU and RAM usage, models trained with LR, DT, and MLP are recommended

as they can serve more users and are more cost-effective.

113



LR DT kNN MLP RF XGB
0

5

10

15

20

25

30

M
ea

n 
Us

ag
e 

[%
]

6.9 7.0

13.8

7.6

15.3

20.8

8.4 8.8

11.1

8.4

13.0
14.2

CPU Usage
Memory Usage

Figure 5.17 : CPU and memory usage for different classifiers.

5.4.6 Results on network bandwidth usage

Network bandwidth usage affects network traffic and can negatively impact network

latency. However, in this study, since the incoming and outgoing data are the same

for each model, similar network bandwidth usage is expected. Figure 5.18 shows the

network bandwidth usage during therapy for models trained with different classifiers.

The lowest value is 138.9 kbps for models trained with XGB, while the highest value is

140.7 kbps for models trained with RF. The difference between the lowest and highest

values is observed to be 1.30%, with similar values across all models. Considering that

cloud system network infrastructures operate at Gbps levels, the network bandwidth

usage obtained is quite low.

5.4.7 Results on concurrency control techniques

In this section, the concurrency control techniques explained in Section 3.4 were

utilized to enhance the performance of the FogETex framework. The studies in

this section were conducted using the mock client in the Wi-Fi Test Bed provided

in Section 4.6.1. Each result was obtained through six repetitions, each containing
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Figure 5.18 : Network bandwidth for different classifiers.

identical data for a total duration of 3 minutes. The model used in the tests was

developed with the decision tree method, which demonstrated enhanced accuracy,

resource usage, execution time, and response time compared to others. The limit of

how many users the devices can serve is defined as the maximum number of users

that maintain an average latency of 50 ms or less for worker devices and 80 ms or

less for cloud devices. Beyond these average response time values, the devices fail to

provide real-time service, and it has been observed that the response time continuously

increases with successive requests.

Figure 5.19 presents the mean response time of the worker device using the

multi-threaded data processing method. The WebSocket IPC method was employed

as the IPC mechanism. In this test, stress tests were conducted with up to 6 threads

to determine the optimal number of threads. The number 6 was chosen because the

processor of the worker device has 4 cores, and using a number slightly above the core

count allows for more comprehensive stress testing. The configuration with a single

thread also served as the single-threaded data processing method.

The tests showed that the single-thread configuration delivered the highest

performance and could serve up to 5 users. While other configurations could serve
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Figure 5.19 : Stress test results of multi-threaded data processing via WebSocket IPC.

up to 4 users, the 2-thread configuration demonstrated the lowest response time.

However, the multi-threaded structure performed worse due to the Global Interpreter

Lock (GIL) mechanism in Python. Since other processor cores were not actively

utilized, increasing the number of threads limited performance.

Figure 5.20 presents the mean response time of the worker device using the

multi-process data processing method. Similar to the multi-threaded data processing

method, the WebSocket IPC method was employed in this test. Here, different

configurations with up to 6 processes were evaluated, as the worker device’s 4-core

processor guided the choice of a slightly higher count. Since the single-process

configuration uses the same method as the single-threaded configuration from the

previous test, the same result was used.

While the single-process configuration could serve up to 5 users, the multi-process

configurations were capable of serving up to 6 users. Although the results were fairly

similar, the 2-process and 3-process configurations performed worse compared to the

4-process and 5-process configurations. When the number of processes was increased

to 6, performance slightly decreased. The 4-process setup demonstrated marginally

better results with a lower response time than 5-process communication. This indicates
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Figure 5.20 : Stress test results of multi-process data processing via WebSocket IPC.

that the 4-process configuration effectively utilized all the cores of the worker device’s

4-core processor, leading to improved performance.

Figure 5.21 shows the mean response time of the stress test conducted using a

RESTful API for inter-process communication between the socket server and the

computation module. Since the multi-process concurrency method demonstrated

better performance than the multi-threaded method, this test was conducted using

multi-process operations. Each computation process included its own RESTful server.

In the tests conducted with up to 6 users, it was observed that the single-process

configuration could serve up to 3 users, while the other configurations were capable

of serving up to 4 users. Among these, the 4-process configuration exhibited the best

performance compared to the others.

Figure 5.22 presents the results of the multi-process stress test conducted using FIFO,

another IPC method. In this test, an input and an output FIFO were created for each

process. The test results indicate that the 2-process configuration outperformed the

single-process configuration. However, increasing the number of processes beyond 2

negatively impacted performance. The single-process configuration was able to serve

up to 8 users, while the 2-process configuration could serve up to 10 users.
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Figure 5.21 : Stress test results of multi-process data processing via RESTful IPC.
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Figure 5.22 : Stress test results of multi-process data processing via FIFO IPC.
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Figure 5.23 compares the best configurations of the different concurrency and IPC

methods proposed for the FogETex framework. A 2-thread configuration was selected

for the multi-thread concurrency method. For the multi-process concurrency method,

4 processes were chosen for both WebSocket and RESTful methods, while 2 processes

were selected for the FIFO method. The test results indicate that the RESTful and

multi-thread methods can serve up to 4 users. The single-thread method can handle

up to 5 users, and the multi-process method can support up to 6 users. Among all, the

FIFO IPC method demonstrated the highest capacity, serving up to 10 users.
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Figure 5.23 : Performance comparison of various concurrency control techniques.

Figure 5.24 presents the stress test results for a fog node with multiple workers. In this

test, the 2-process configuration using the FIFO IPC method, which demonstrated the

best performance in the previous test, was employed. The results show that, based on

mean response time, a fog node with 1 worker can serve up to 10 users, 2 workers can

handle up to 22 users, and a system with 3 workers can serve up to 26 users. It was

observed that the cloud system could serve up to 23 users. Therefore, to build a system

with performance comparable to the cloud, it was determined that at least a 3-worker

fog node is required.
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Figure 5.24 : Performance comparison of multi-worker and cloud.

5.4.8 Discussion

When examining the results of the developed system and trained models, RF is

observed to be the most successful in terms of accuracy. However, it performs poorly

in metrics such as arbitration time, latency, execution time, total response time, jitter,

and CPU and Memory usage. Models trained with LR and DT methods have shown

significantly better results in these metrics compared to RF, particularly in CPU usage,

where they consume about half as many resources. It is estimated that a system using

these methods could potentially serve approximately twice as many users as one using

RF.

However, when examining the test results in terms of accuracy, there is a 7.32%

difference in F1 score between models trained with LR and those trained with RF.

This significant difference in prediction performance makes LR-trained models less

preferable compared to RF-trained models. On the other hand, models trained with DT

show only a 0.50% difference in F1 score and overall scores compared to RF models.

Thus, by sacrificing just 0.50% in accuracy, the system can achieve lower response
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times and reduced resource consumption, which allows for serving more users and

lowering resource costs as a trade-off.

Upon examining the accuracy scores of the proposed system, an F1 score of 93.95

was observed. The reasons for mispredictions in the system include the inability of

machine learning methods to fully distinguish transitions between states, variations in

the anthropometric hand data of test subjects, and hand tremors during movements.

The lower accuracy score for the thumb, compared to other fingers, is attributed to its

shorter movement distance, leading to less variation in sensor data.

In the system’s use for therapy, it is anticipated that medical staff will observe

the patient’s hand movements in real-time through a third-party video conferencing

system. Since the proposed system is not intended for use in critical scenarios such as

surgery, it can be argued that the system is more tolerant of trade-offs between latency

and accuracy.

5.5 Conclusion

This study has demonstrated the efficacy of a telerehabilitation strategy by utilizing

cloud computing-based IoT devices such as textile-based sensing and actuating gloves

for patients with hand impairments. The system developed is introduced into the field

of remote healthcare to complement conventional therapy, aiming to overcome location

hindrances, thereby enabling continuous improvement regardless of location.

The application of advanced machine learning algorithms for interpreting real-time

hand movements, captured by the sensing T-IoT glove and processed via cloud

technology, enables the control of the actuating T-IoT glove. The proposed system

performed an average response time of 48.4 milliseconds and an average accuracy of

93.45%.

This study demonstrates that the FogETex framework has been successful in

multi-sensor applications. Additionally, as each developed model is integrated into

the system as a separate application, the framework has shown the capability to host

and run multiple applications simultaneously. Although the FogETex framework was

primarily designed for fog computing, its cross-platform support and the ability of

121



all nodes to provide services enable it to operate using only cloud resources, as

exemplified in these applications.

On the other hand, the fog system was tested with different concurrency and IPC

methods for this application. The multi-process concurrency method, combined with

the FIFO IPC technique, demonstrated the best performance. It was observed that the

system could serve up to 10 users with 1 worker, 22 users with 2 workers, 26 users

with 3 workers, and 23 users in the cloud configuration.

Since our aim was to eliminate injury risks that might occur during conventional

robotic therapy applications, due to the lightweight, soft attributes of textile materials,

the system provides compliant and safe interactions. We believe that our approach

will enhance the outcomes of hand therapy aimed at restoring neuromuscular function,

thereby increasing the quality of life for people. Moreover, the system architecture

developed for cloud computing can be implemented not only in IoT systems for

rehabilitation but also in other applications such as remote medical surgeries or

virtual/augmented reality applications.
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6. CONCLUSION

In this thesis, a fog computing-based framework for e-textile applications, named

FogETex, is proposed. The FogETex framework is designed to meet the computational

requirements of low-power microcontrollers used in e-textile products, addressing

concerns related to comfort. The framework is tailored to meet the needs of

e-textile applications, enabling both indoor and outdoor operations. This allows T-IoT

devices to operate without mobility restrictions. A WebSocket connection is used

for bidirectional communication between the worker and user, enabling the transfer

of tens of data points per second without the need for a new connection. Single

requests, such as device allocation, are managed via HTTP RESTful API connections.

The framework has been developed using NodeJS for communication operations

and Python for data preprocessing and machine learning services. Additionally, the

developed user interface allows system administrators to monitor devices in real-time.

Although this thesis is primarily based on a fog computing architecture, many

e-textile applications have been developed to enhance the architecture and analyze

the requirements of e-textile applications. The primary studies include the gait phase

recognition system and the hand motion recognition system. Additionally, the signals

processed by the FogETex framework have been integrated with textile-based soft

robotic systems to provide benefits to humans. For instance, exoskeleton gloves were

developed for individuals with muscle weakness. Lastly, a review study identified the

security and privacy requirements for e-textile applications, providing a roadmap for

the development of the framework. All these studies contributed to the creation of

features within the modules of the FogETex system, while also being unified under the

FogETex framework as an umbrella.

The applications developed were selected based on their suitability for testing the

system’s characteristics. The first case scenario was the gait phase recognition system,

which was used to test the system with a single sensor. This system, equipped with
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a deep learning-based machine learning model, challenged the FogETex system in

terms of computation. Meanwhile, the system’s time characteristics, resource usage,

and network bandwidth usage metrics were measured across different experimental

scenarios and devices. The FogETex framework was tested in an ideal environment

with a mock client, and under real-life conditions with an actual client. To cover both

indoor and outdoor applications, tests were conducted on Wi-Fi with LAN and LTE

with WAN. In Wi-Fi tests, results for worker, broker, and cloud devices were analyzed,

whereas in LTE tests, only worker and cloud devices were examined. The broker

device was not separately analyzed in LTE tests, as it acted as a proxy to transfer data

from the user to the worker. The tests showed that in Wi-Fi tests, the worker device

with a mock client achieved a latency of 10.5 ms, while with an actual client, it showed

a latency of 22.3 ms. In LTE tests, the worker device had an average response time of

54.8 ms with the actual client and 88.0 ms with another actual client. As expected, the

worker device performed better in its category.

In the gait phase recognition system’s stress test, it was observed that the worker device

could serve up to 6 users in both LTE and Wi-Fi testbeds. While the broker could

serve up to 18 users and the cloud up to 14 users, the worker device was found to

be more advantageous in multi-worker scenarios and in terms of price-performance

comparison. When comparing the FogETex system to other works in the literature, it

was noted that the only similar system is HealthFog. In the same case scenario, the

FogETex system outperformed in latency, execution time, response time, and working

frequency. Thus, the FogETex system successfully passed single-sensor and multi-user

tests, showing its advantages over competitors.

In another case scenario, the assistive soft robotic glove control system was used.

In this scenario, the FogETex system was tested with multi-sensor inputs. Since the

developed application was cloud computing-based, it was observed that the framework

worked successfully across different computing devices. Each machine learning model

developed was integrated as a separate application into the system, allowing the

framework to run different applications within the same infrastructure. Additionally,

for the first time, soft robotics and e-textile applications were combined under the cloud

computing framework. Furthermore, it was observed that the FogETex framework
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could integrate sensing and actuating devices from different locations. In the tests

conducted, the average response time was observed to be 48.4 ms, while the average

accuracy was calculated to be 93.45%. On the other hand, the fog system was tested

with the application using different concurrency and IPC methods. The multi-process

concurrency method, combined with the FIFO IPC technique, demonstrated the best

performance. It was observed that the system could serve up to 10 users with 1 worker,

up to 22 users with 2 workers, up to 26 users with 3 workers, and up to 23 users with

the cloud configuration.

The developed test cases have shown that the FogETex framework performs in a

real-time and robust manner across different scenarios, demonstrating its effectiveness

for e-textile applications. Furthermore, by providing the necessary computational

services for e-textile products, it has the potential to integrate all e-textile products

under one umbrella. Although the system was primarily developed for e-textile

applications, being designed as a PaaS model means there is no barrier to its use in

other IoT applications.

The future works of this thesis include the integration of various sensor applications

into the proposed framework. In addition to textile-based solutions, the FogETex

framework can be utilized to enhance the performance of non-textile sensor

and actuator systems. Addressing one of the primary challenges in e-textile

applications—connection issues arising from transitions between rigid and flexible

structures—could further strengthen the reliability of the framework.

Furthermore, enhancements to the FogETex framework can be explored to address

critical battery conditions or instances of incomplete sensor data. In such scenarios,

T-IoT devices could switch off their Bluetooth connections to conserve energy and

store data in their onboard memory. Additionally, applications involving sensors

operating at different frequencies can be developed, as not all sensors generate data

at the same rate. This flexibility would broaden the scope of the framework’s

applicability.
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The current study validated the FogETex framework through system-level testing.

Future work should include real-world user testing to assess potential latency or

performance discrepancies across systems. For instance, the gait phase recognition

system could be integrated with foot-drop actuators, enabling it to function as a

controller. Clinical trials involving patients are planned for this integration, particularly

in conjunction with the assistive soft robotic glove project. These trials aim to evaluate

the system’s effectiveness in rehabilitation and assistive scenarios.
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Figure A.1 : Confusion Matrices of Logistic Regression Classifier for Different
Fingers.
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Figure A.2 : Confusion Matrices of Decision Tree Classifier for Different Fingers.
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(f) Overall Results.

Figure A.3 : Confusion Matrices of K-Nearest Neighbors Classifier for Different
Fingers.
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Figure A.4 : Confusion Matrices of Multi-layer Perceptron Classifier for Different
Fingers.
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Figure A.5 : Confusion Matrices of XGBoost Classifier for Different Fingers.
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